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Abstract
Distributed systems have become the backbone of cloud
computing. Incorrect system designs and implementations
can greatly impair the reliability of distributed systems. Al-
though a distributed system design modelled in the formal
specification can be verified by formal model checking, it
is still challenging to figure out whether its corresponding
implementation conforms to the verified specification. An
incorrect system implementation can violate its verified spec-
ification, and causes intricate bugs.

In this paper, we propose a novel distributed system test-
ing technique, Model checking guided testing (Mocket), to fill
the gap between the specification and its implementation in
a distributed system. Specially, we use the state space gener-
ated by formal model checking to guide the testing for the
system implementation, and unearth bugs in the target dis-
tributed system. To evaluate the feasibility and effectiveness
of Mocket, we apply Mocket on three popular distributed
systems, and find 3 previously unknown bugs in them.

CCS Concepts: • Software and its engineering→ Soft-
ware testing and debugging; Model checking.
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1 Introduction
Nowadays distributed systems have become pervasive, and
play an important role in modern society. Different kinds
of distributed systems, e.g., distributed databases [15, 20],
distributed coordination systems [4, 60], and distributed com-
puting frameworks [3, 11], are widely used in various areas,
e.g., finance, online shopping and transportation.
Distributed systems can provide higher reliability and

availability than traditional standalone software. Distributed
systems usually adopt complex designs, and face diverse non-
determinism caused by network messages, user requests and
external faults. Thus, intricate bugs can exist in distributed
system designs and implementations, and challenge their
reliability and availability. These bugs can cause severe im-
pacts, e.g., service outage, and result in millions of dollars
of damage [17]. However, it is hard to explore all possible
testing scenarios to find these bugs.

Recently, researchers have made significant progress in ap-
plying formal methods to unearth bugs in distributed system
designs [16, 59, 71]. Through building the formal specifica-
tion for a distributed system design, developers can clarify
the expected behaviors of the target system. Further, by au-
tomatically exploring the state space of the specification,
formal methods can verify the correctness of the system
design and help developers gain confidence. For example,
Zave [71] utilizes Alloy [1] to model and verify Chord [65].
Developers in Amazon [59] and Microsoft [16] use TLA+
[45] to model and verify their distributed system designs.
On the other hand, researchers have proposed many ap-

proaches to detect bugs in distributed system implementa-
tions. We classify them into three categories.
• Formal verification frameworks [41, 42, 67] can verify
the properties of distributed system implementations in a
refinement-style way. However, the verification process is
complex and time-consuming. Verifying a system imple-
mentation usually requires multiple person-years’ effort
[58]. Therefore, it is challenging to apply them on real-
world distributed systems.
• Model-based testing [31, 44, 51] utilizes abstract models
to generate test cases to test specific properties or behav-
iors in distributed system implementations. For example,
Modulo [44] models the data consistency property in dis-
tributed storage systems and generates test cases to find
convergence failure bugs.
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• Implementation-level model checkers [47, 57, 64, 68, 69]
are specifically designed for finding bugs in distributed
system implementations. They intercept and reorder non-
deterministic distributed events (e.g., messages and faults)
at run time. They cannot know the target system’s ex-
pected execution results (i.e., test oracles), and rely on
developers to manually write general assertions for spe-
cific system properties or behaviors to reveal bugs.
We can see that there exists a gap between the formal

specification and its corresponding implementation in these
approaches. First, although the formal specification of a dis-
tributed system can be verified as correct, we still do not
know whether the corresponding implementation conforms
to the verified specification, and is free of bugs [33]. Second,
the formal specification has specified the correct behaviors of
a distributed system, but it cannot be used to judge whether
the implementation meets these correct behaviors.

In this paper, we propose a novel testing technique,Model
checking guided testing (Mocket), to fill the gap between the
formal specification and the implementation in a distributed
system. Given the TLA+ [45] specification for a target dis-
tributed system, we analyze the verified states generated
through verifying the specification, and generate test cases
for the system implementation. After mapping the TLA+
specification to the corresponding code in the system im-
plementation, we further deterministically force the system
execution to follow the test cases generated from verifying
the specification. During system testing, we monitor the sys-
tem’s runtime states and compare them with the correspond-
ing verified states in the TLA+ specification. Any divergence
implies an inconsistency between the specification and the
implementation, and raises a potential bug.
We apply Mocket on three open-source distributed sys-

tems, i.e., Xraft [18], Raft-java [13] and ZooKeeper [4]. Fi-
nally, we find 7 bugs, among which 3 bugs are confirmed as
previously unknown bugs, and 4 are known bugs. Besides,
we find that 2 inconsistencies between the specification and
the implementation are caused by specification bugs in the
official Raft specification [9]. We have made Mocket publicly
available at https://github.com/tcse-iscas/Mocket.

In summary, we make the following main contributions.
• We propose a novel approach, Mocket, which utilizes for-
mal model checking to systematically test distributed sys-
tem implementations, and checks whether a distributed
system implementation violates its specification.
• We implement Mocket, and apply it on three popular dis-
tributed systems. Mocket successfully unearths 3 previ-
ously unknown bugs in them.

2 Preliminaries
In recent years, distributed system developers are increas-
ingly using formal languages to model their systems, and
further verify their system designs’ correctness by model

1.CONSTANTS𝑀𝑎𝑥,𝑁𝑜𝑡𝑀𝑎𝑥, 𝐷𝑎𝑡𝑎, 𝑁𝑖𝑙
2.VARIABLES𝑚𝑠𝑔, 𝑐𝑎𝑐ℎ𝑒, 𝑠𝑡𝑎𝑔𝑒
3. vars ≜ <msg, 𝑐𝑎𝑐ℎ𝑒, 𝑠𝑡𝑎𝑔𝑒>
4. Init ≜ ∧𝑚𝑠𝑔 = 𝑁𝑖𝑙
5.       ∧ 𝑠𝑡𝑎𝑔𝑒 = "request"
6.       ∧ 𝑐𝑎𝑐ℎ𝑒 = {}
7.
8. getMax(S) ≜ CHOOSE 𝑡 ∈ 𝑆 ∶ ∀𝑠 ∈ 𝑆 ∶ 𝑡 ≥ 𝑠
9. Request(data) ≜ ∧ 𝑠𝑡𝑎𝑔𝑒 = "request"
10.               ∧ 𝑠𝑡𝑎𝑔𝑒′ = "respond"
11.               ∧ 𝑚𝑠𝑔′ = data
12.               ∧ 𝑈𝑁𝐶𝐻𝐴𝑁𝐺𝐸𝐷 ≪ 𝑐𝑎𝑐ℎ𝑒 ≫
13. 𝑅𝑒𝑠𝑝𝑜𝑛𝑑 ≜ ∧ 𝑠𝑡𝑎𝑔𝑒 = "respond"
14.           ∧ 𝑠𝑡𝑎𝑔𝑒′ = "request"
15.           ∧ 𝑐𝑎𝑐ℎ𝑒′ = 𝑐𝑎𝑐ℎ𝑒 ∪ {𝑚𝑠𝑔}
16.           ∧ 𝑚𝑠𝑔′ = IF 𝑚𝑠𝑔 = 𝑔𝑒𝑡𝑀𝑎𝑥 𝑐𝑎𝑐ℎ𝑒′

17.                      THEN𝑀𝑎𝑥 ELSE 𝑁𝑜𝑡𝑀𝑎𝑥
18. 𝑁𝑒𝑥𝑡 ≜ ∨ ∃ 𝑑 ∈ 𝐷𝑎𝑡𝑎 ∶ 𝑅𝑒𝑞𝑢𝑒𝑠𝑡(𝑑)
19.       ∨ 𝑅𝑒𝑠𝑝𝑜𝑛𝑑
20. 𝑆𝑝𝑒𝑐 ≜ 𝐼𝑛𝑖𝑡 ∧ □ 𝑁𝑒𝑥𝑡 𝑣𝑎𝑟𝑠

21. 
22. 𝐼𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑡 ≜ 𝐶𝑎𝑟𝑑𝑖𝑛𝑎𝑙𝑖𝑡𝑦(𝑐𝑎𝑐ℎ𝑒) ≤ 𝐶𝑎𝑟𝑑𝑖𝑛𝑎𝑙𝑖𝑡𝑦(𝐷𝑎𝑡𝑎)

Figure 1. A TLA+ specification example.

checkers [16, 59, 71]. Among all kinds of formal languages,
TLA+ [45] is popular for modelling distributed systems, and
TLC [5] is the most commonly used TLA+ model checker.

We introduce TLA+ and TLC by a simple example [46]
in Figure 1. The example defines a process, in which, the
server uses a set 𝑐𝑎𝑐ℎ𝑒 to store data𝑚𝑠𝑔 from the client, and
responds the client with two values:𝑀𝑎𝑥 if𝑚𝑠𝑔 is the largest
in 𝑐𝑎𝑐ℎ𝑒 so far, or 𝑁𝑜𝑡𝑀𝑎𝑥 if it is not.

2.1 TLA+ Specification
Developers use three kinds of elements, i.e., variables, actions
and constants, to define a system’s TLA+ specification, and
utilize properties to express constraints that the system must
satisfy.

Variables. Variables express the system’s states. Variables
are decorated by keyword VARIABLES. For example, there
are three variables 𝑚𝑠𝑔, 𝑐𝑎𝑐ℎ𝑒 and 𝑠𝑡𝑎𝑔𝑒 in Figure 1 (Line
2). Among them,𝑚𝑠𝑔 stores the request data from the client
and the responding content from the server. 𝑐𝑎𝑐ℎ𝑒 is a set
on the server that stores all request data. 𝑠𝑡𝑎𝑔𝑒 marks which
action, i.e., 𝑅𝑒𝑞𝑢𝑒𝑠𝑡 or 𝑅𝑒𝑝𝑜𝑛𝑑 , can act on the current state.
Actions. Actions express the system’s behaviors. They

are functions written in the first-order logic, and are used to
define the modification logic on states, i.e., variables. Note
that not all functions are actions. Only functions invoked
after keyword 𝑁𝑒𝑥𝑡 and connected by disjunction operators
are actions. They can interleave with each other to generate
all possible states of the system. For example, Figure 1 shows
two actions 𝑅𝑒𝑞𝑢𝑒𝑠𝑡 (Line 18) and 𝑅𝑒𝑠𝑝𝑜𝑛𝑑 (Line 19), but
function 𝑔𝑒𝑡𝑀𝑎𝑥 is not an action.

Constants. Constants are used to define specific data val-
ues. They are decorated by keyword CONSTANTS, and their
values are assigned before the model checking process and
cannot be changed. Figure 1 defines 4 constants (Line 1). 𝑁𝑖𝑙

https://github.com/tcse-iscas/Mocket
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Figure 2. The state space graph generated when verifying
the specification in Figure 1 by TLC. Each state is marked
by a unique number. State 0 is the initial state.

is the default value of𝑚𝑠𝑔.𝑀𝑎𝑥 and 𝑁𝑜𝑡𝑀𝑎𝑥 are two alter-
native values of𝑚𝑠𝑔. 𝐷𝑎𝑡𝑎 restricts what values in 𝑅𝑒𝑞𝑢𝑒𝑠𝑡
can be written into the server.
Properties. TLA+ developers use properties to define

behavior constraints for the target system. In Figure 1, we
define an invariant to restrict that the size of 𝑐𝑎𝑐ℎ𝑒 must be
smaller than or equal to the size of𝐷𝑎𝑡𝑎 (Line 22). The model
checker can verify whether any state violates the property.
Note that properties have no effect on the construction of
the state space. Thus, they are not considered in our work.

2.2 Verifying TLA+ Specifications by TLC
TLC [5] is an explicit model checker for TLA+ specifications.
When performing model checking, developers must assign
values for all constants, and optionally specify the property
to check. Then, the checker starts from the 𝐼𝑛𝑖𝑡 state in 𝑆𝑝𝑒𝑐
(Line 20 in Figure 1) and performs actions on the current
state to iteratively enumerate all possible states. This process
ends in two situations, i.e., a state violates the property or
all states are checked. Finally, TLC can produce the whole
state space as a graph. For example, we use TLC to check
the specification in Figure 1 with setting 𝐷𝑎𝑡𝑎 as {1, 2}, and
obtain the state space graph shown in Figure 2.
By performing model checking on a TLA+ specification,

developers can find counterexamples that violate the defined
property, or confirm that the system design is correct.

3 Mocket Overview
We propose Mocket to test distributed system implementa-
tions under the guidance of TLA+ specifications. Figure 3
shows the overview of Mocket. Given the target distributed
system and the TLA+ specification that models its system
design, developers first map the variables and actions in the
TLA+ specification to the corresponding code by adding an-
notations in the system implementation ( 1 ). Then, based on
the state space graph generated by TLC model checking ( 2 ),
Mocket generates test cases, in which, each test case con-
sists of an action sequence and the expected states after each
action in the sequence ( 3 ). Figure 3 shows several test cases
in Mocket’s testbed, e.g., 𝑠0 → 𝑎1 → 𝑠1 → 𝑎2 → 𝑠3 → 𝑎4 in
the current test case box. Here 𝑠0 is the initial state. Actions
𝑎1 and 𝑎2 act on the previous states, and generate new states
𝑠1 and 𝑠3, respectively. Finally, guided by the generated test
cases, Mocket performs the controlled testing on the instru-
mented target system ( 4 ). During testing, Mocket forces
the target system to follow the action sequence in each test
case, e.g., 𝑎1 → 𝑎2 → 𝑎4 in Figure 3, and checks whether the
system execution and states are consistent with the test case.
Any discrepancy on a state 𝑠 or an action 𝑎 will be reported
as a potential bug.
To make Mocket to work on real-world distributed sys-

tem implementations, we need to tackle the following three
technical challenges.
Challenge 1: How to map a TLA+ specification to

its system implementation? The TLA+ specification only
models the key state variables and actions for the target sys-
tem. That means that some code logic in the implementation
is ignored in the TLA+ specification. Thus, it is challenging to
perform a perfect mapping between TLA+ elements and their
corresponding code logic in the implementation. Instead, we
perform the action-level mapping. More specifically, we map
the name and parameters of actions in the TLA+ specification
to the corresponding code in the implementation, and do
not consider the internal logic of actions. Figure 4 shows an
example about our action-level mapping. Figure 4a defines
action 𝐵𝑒𝑐𝑜𝑚𝑒𝐿𝑒𝑎𝑑𝑒𝑟 , and its corresponding implementa-
tion is method 𝑏𝑒𝑐𝑜𝑚𝑒𝐿𝑒𝑎𝑑𝑒𝑟 in Figure 4b. We map action
𝐵𝑒𝑐𝑜𝑚𝑒𝐿𝑒𝑎𝑑𝑒𝑟 by simply annotating the action’s name (Line
6) and collecting the action’s parameters (Line 8), but ignore
the concrete logic within action 𝐵𝑒𝑐𝑜𝑚𝑒𝐿𝑒𝑎𝑑𝑒𝑟 .
Challenge 2: How to generate executable test cases

based on the state space generated by TLCmodel check-
ing? As shown in Figure 2, the state space generated by TLC
model checking is a graph with all possible states of the
target system design. To generate executable test cases in
real-world systems, Mocket traverses the state space graph,
and takes a verified path that starts from the initial state as
a test case.
Besides, although the state space graph is an abstract

model for the target system, it still has large amounts of



EuroSys ’23, May 8–12, 2023, Rome, Italy Dong Wang, Wensheng Dou, Yu Gao, Chenao Wu, Jun Wei, and Tao Huang

Testbed

System 
Under Test

Node 1 Node N…

hook hook

Map

TLC Model 
Checking

Generate

Test cases

VARIABLE            ,
ActionA ≜
ActionB ≜
Next ≜ ∨

∨

Specification

Class{
@Variable(Var1)
Field;
@Action(A)
Method(){
…

}
}

Implementation

State space graph

Deploy

Controlled
Testing

Var1 Var2

To-be-tested cases
s0 → a3 → s3
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①

②
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Figure 3. The overview of Mocket. The gray box in current test case denotes that the states and actions are already tested.

1. VARIABLE nodeState
2. BecomeLeader(i) == 
3.    /\ nodeState' = [nodeState EXCEPT ![i] = Leader]

1.  public class RaftNode {
2. +   @Variable(“nodeState”)
3.     private NodeState state = NodeState.STATE_FOLLOWER;
4. +   public static NodeState Mocket$state
5. +       = NodeState.STATE_FOLLOWER;
6. +   @Action(“BecomeLeader”)
7.     private void becomeLeader() {
8. +       Action.collectParams(this.NodeId);
9. +       Mocket.notifyAndBlock();
10.         state = NodeState.STATE_LEADER;
11. +       Mocket$state = NodeState.STATE_LEADER;
12.         …
13. +       Mocket.checkAllStates();
14.     }
15.  }

(a) Variable nodeState and action BecomeLeader in Raft specification.

(b) The corresponding implementation in Raft-java.

Figure 4. Mocket maps variable 𝑛𝑜𝑑𝑒𝑆𝑡𝑎𝑡𝑒 and single-node
action 𝐵𝑒𝑐𝑜𝑚𝑒𝐿𝑒𝑎𝑑𝑒𝑟 in the Raft specification to the corre-
sponding implementation in Raft-java. The code in the red
color is manually added, and the code in the blue color is
automatically generated by Mocket.

states due to the complexity nature of distributed systems.
Thus, Mocket further adopts two orthogonal strategies, i.e.,
edge coverage guided graph traversal and partial order re-
duction to reduce the number of generated test cases.

Challenge 3: How to perform the controlled testing
for the target distributed system? A test case contains
a sequence of actions in the specification. In the controlled
testing, we force the target system to execute these actions
in the same order as that in a test case. However, real-world
distributed systems are usually executed with various non-
determinism, e.g., message interleaving and external faults.

To tackle this challenge, Mocket performs the action-level
instrumentation according to developers’ annotations, and
then controls the system execution. To be specific, Mocket
first adds a hook before the execution of each action (e.g.,
Line 9 in Figure 4b) through code instrumentation. During

system testing, when the distributed system under test (SUT)
encounters an annotated action, we will block the action,
and send a notification to Mocket’s testbed. We further de-
termine whether the action can be scheduled based on the
action order in the test case. After the action finishes, the
instrumented code collects and reports runtime values of all
state variables (e.g., Line 13 in Figure 4b) in SUT. Mocket
checks whether the current state of SUT conforms to the cor-
responding state in the test case. If we find any divergence
during this controlled testing, we will report a potential bug.
We explain the above process using Figure 3. In Figure 3,

both Node 1 and Node 𝑁 are blocked, and send two notifi-
cations about actions 𝑎1 and 𝑎𝑛 to the testbed. According to
the action order in the current test case, the testbed enables
𝑎1. Further, after the execution of 𝑎1, Mocket checks whether
the SUT’s state is the same as its corresponding state 𝑠1 in
the test case.

4 Mocket Design
In this section, we introduce Mocket’s three stages in detail,
i.e., mapping a specification to its corresponding implemen-
tation (Section 4.1), test case generation (Section 4.2) and
controlled testing (Section 4.3).

4.1 Map a Specification to its Corresponding
Implementation

A TLA+ specification consists of variables, actions and con-
stants. In this section, we present how to map each TLA+
element to its corresponding implementation.

4.1.1 Map TLA+ Variables. According to the purposes of
variables in the TLA+ specification, we divide TLA+ variables
into four categories, i.e., state-related variables, message-
related variables, action counters and auxiliary variables.
State-related variables express the system states, e.g., 𝑠𝑡𝑎𝑡𝑒
(Line 1) in Figure 4a represents the role of a Raft node.
Message-related variables are message sets that store all
on-the-fly messages transmitted among nodes in the TLA+
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specification. Action counters are used to restrict the state
space size for TLC model checking, e.g., 𝑐𝑙𝑖𝑒𝑛𝑡𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑠 in
Raft specification [9] limits the number of user requests in
model checking. Auxiliary variables are used to ease the
expression and verification of the TLA+ specification, e.g.,
𝑚𝑜𝑑𝑒 in Figure 1 is used to control the execution order of
actions. Variables in different categories have different map-
ping methods to their corresponding implementations.
State-related variables. State-related variables in the

TLA+ specification express the target system’s states. They
are mapped to two different kinds of implementations, i.e.,
class variables (aka class fields) and method variables. For
a TLA+ variable that is mapped to a class variable, we use
Mocket’s annotation @𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒 to build its mapping rela-
tionship. For example, in Figure 4a, TLA+ variable 𝑛𝑜𝑑𝑒𝑆𝑡𝑎𝑡𝑒
(Line 1) defines the role of a Raft node. In Raft-java [13]
(Figure 4b), it is mapped to class variable 𝑠𝑡𝑎𝑡𝑒 (Line 3). We
annotate class variable 𝑠𝑡𝑎𝑡𝑒 with @𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒 (“𝑛𝑜𝑑𝑒𝑆𝑡𝑎𝑡𝑒”)
(Line 2), in which “nodeState” is the name of TLA+ variable
𝑛𝑜𝑑𝑒𝑆𝑡𝑎𝑡𝑒 , to denote that class variable 𝑠𝑡𝑎𝑡𝑒 is the corre-
sponding implementation of TLA+ variable 𝑛𝑜𝑑𝑒𝑆𝑡𝑎𝑡𝑒 . For a
TLA+ variable that is mapped to a method variable, we can-
not use annotations to build its mapping relationship. Thus,
Mocket uses a tuple <𝑆𝑝𝑒𝑐𝑁𝑎𝑚𝑒, 𝐼𝑚𝑝𝑙𝑁𝑎𝑚𝑒, 𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛> to
store its mapping relationship, in which 𝑆𝑝𝑒𝑐𝑁𝑎𝑚𝑒 is the
TLA+ variable’s name, 𝐼𝑚𝑝𝑙𝑁𝑎𝑚𝑒 is the name of its corre-
sponding method variable, and 𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛 is the line number
in the source code file that declares the method variable.
These mapping tuples are stored in a configuration file.

Mocket utilizes the above mapping relationships to instru-
ment the system implementation, and obtains the runtime
values of TLA+ variables. More details about Mocket’s in-
strumentation are introduced in Section 4.3.1.
Message-related variables. Message-related variables

in the TLA+ specification are used to simulate the message
communication processes in distributed systems. We take
variable 𝑚𝑒𝑠𝑠𝑎𝑔𝑒𝑠 in Raft specification [9] as an example.
Variable𝑚𝑒𝑠𝑠𝑎𝑔𝑒𝑠 is represented as an unordered set, which
is used to temporarily store all on-the-fly messages. When
an action sends a message 𝑚, message 𝑚 is first put into
𝑚𝑒𝑠𝑠𝑎𝑔𝑒𝑠 . When another action wants to process message𝑚,
it will retrieve message𝑚 from𝑚𝑒𝑠𝑠𝑎𝑔𝑒𝑠 . Note that a TLA+
specification can have multiple message-related variables to
define different kinds of message communication processes
in the target system. For example, in ZooKeeper, we use
𝑙𝑒_𝑚𝑠𝑔𝑠 and 𝑏𝑐_𝑚𝑠𝑔𝑠 to model the message communication
in the leader election stage and broadcast stage, respectively.
In a real-world system, we cannot find the correspond-

ing implementation for message-related variables. Thus, we
create a message set in Mocket’s testbed for each message-
related variable. When the system under test encounters
an action that sends a message, it sends a notification to
Mocket’s testbed about the action and the message content.
Then, Mocket puts the message in the message set. When

the system encounters an action that receives a message, it
retrieves the message and sends a notification to Mocket’s
testbed about the action and the message content, and then
Mocket’s testbed removes the notified message from the
message set. More details about message-related actions are
introduced in Section 4.1.2.
Action counters. Action counters are used to impose

restrictions on the state space exploration in TLC model
checking. They must be used with constants. For exam-
ple, variable 𝑐𝑙𝑖𝑒𝑛𝑡𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑠 in Raft specification [9] counts
the execution times of action 𝐶𝑙𝑖𝑒𝑛𝑡𝑅𝑒𝑞𝑢𝑒𝑠𝑡 , and constant
𝐶𝑙𝑖𝑒𝑛𝑡𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝐿𝑖𝑚𝑖𝑡 sets the maximum execution times for
action 𝐶𝑙𝑖𝑒𝑛𝑡𝑅𝑒𝑞𝑢𝑒𝑠𝑡 . Mocket does not need to restrict the
execution times of actions during testing, since the execution
times of each action are fixed in a test case. Therefore, we
do not build mapping relationships for action counters.
Auxiliary variables. Auxiliary variables are used to as-

sist TLA+ specifications’ expression and verification. For
example, variable𝑚𝑜𝑑𝑒 in Figure 1 is used to control the ex-
ecution order of action 𝐼𝑛𝑝𝑢𝑡 and 𝑅𝑒𝑠𝑝𝑜𝑛𝑑 . Since auxiliary
variables are only used for TLC model checking, we do not
build mapping relationships for them.

4.1.2 Map TLA+ Actions. According to how we map
TLA+ actions into system implementations, we divide TLA+
actions into four categories, i.e., single-node actions, message-
related actions, external faults, and user requests.

Among these categories, single-node actions and message-
related actions can spontaneously occur during system run-
ning. For example, action 𝐵𝑒𝑐𝑜𝑚𝑒𝐿𝑒𝑎𝑑𝑒𝑟 in Figure 4 can
occur when a node is elected as the leader. These actions can
be mapped to corresponding code in the target system. The
remaining two categories, i.e., external faults and user re-
quests, cannot spontaneously occur during system running.
They should be triggered by external behaviors. For example,
action 𝑈𝑠𝑒𝑟𝑅𝑒𝑞𝑢𝑒𝑠𝑡 in Raft specification [9] requires that a
user writes data into Raft system. Thus, to map these actions,
we need to design new methods to simulate them.

Single-node actions. Single-node actions are executed
within a single node. They can be mapped to methods or
code snippets in the target system.
For an action that can be mapped to a method, we use

Mocket’s annotation @𝐴𝑐𝑡𝑖𝑜𝑛 to build its mapping relation-
ship. For example, action 𝐵𝑒𝑐𝑜𝑚𝑒𝐿𝑒𝑎𝑑𝑒𝑟 (Line 2 − 3 in Fig-
ure 4a) in Raft specification [9] changes the node’s role
as 𝐿𝑒𝑎𝑑𝑒𝑟 , and is mapped to method 𝑏𝑒𝑐𝑜𝑚𝑒𝐿𝑒𝑎𝑑𝑒𝑟 (Line
7 − 14 in Figure 4b). We annotate method 𝑏𝑒𝑐𝑜𝑚𝑒𝐿𝑒𝑎𝑑𝑒𝑟
with@𝐴𝑐𝑡𝑖𝑜𝑛(“𝐵𝑒𝑐𝑜𝑚𝑒𝐿𝑒𝑎𝑑𝑒𝑟”) (Line 6), in which “Become-
Leader" is the name of action 𝐵𝑒𝑐𝑜𝑚𝑒𝐿𝑒𝑎𝑑𝑒𝑟 , to mark that
the method is the corresponding implementation of action
𝐵𝑒𝑐𝑜𝑚𝑒𝐿𝑒𝑎𝑑𝑒𝑟 .

For an action that cannot be mapped to a method, but has
a corresponding implementation in a code snippet, we use
Mocket’s 𝐴𝑐𝑡𝑖𝑜𝑛.𝑏𝑒𝑔𝑖𝑛 and 𝐴𝑐𝑡𝑖𝑜𝑛.𝑒𝑛𝑑 APIs to surround the
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1.  public Vote lookForLeader() {
2. +   Action.begin(“StartElection”);
3. +   Action.getParams(self.getMyid());
4. +   Mocket.notifyAndBlock();
5. +   // Check the initial state
6. +   Mocket.checkAllStates();
7.     …
8.     sendNotifications();
9.     …
10. +   Mocket.checkAllStates();
11. +   Action.end(“StartElection”);
12.     while ((self.getPeerState() == 

ServerState.LOOKING) && (!stop)) {
13. +       Action.begin(“HandleVote”);
14. +       Action.getParams(self.getMyid());
15. +       Mocket.notifyAndBlock();
16. …
17. Notification n = recvqueue.poll();
18.         …
19. +       Mocket.checkAllStates();
20. +       Action.end(“HandleVote”);
21.     }
22.  }

Figure 5. Mocket maps single-node actions 𝑆𝑡𝑎𝑟𝑡𝐸𝑙𝑒𝑐𝑡𝑖𝑜𝑛
and 𝐻𝑎𝑛𝑑𝑙𝑒𝑉𝑜𝑡𝑒 to code snippets in ZooKeeper. The code in
the red color are manually added, and the code in the blue
color are automatically generated by Mocket.

mapped code snippet. For example, Figure 5 shows two code
snippets in ZooKeeper (Line 2−11 and Line 13−20), which are
the corresponding implementations for action 𝑆𝑡𝑎𝑟𝑡𝐸𝑙𝑒𝑐𝑡𝑖𝑜𝑛
and 𝐻𝑎𝑛𝑑𝑙𝑒𝑉𝑜𝑡𝑒 , respectively. Action 𝑆𝑡𝑎𝑟𝑡𝐸𝑙𝑒𝑐𝑡𝑖𝑜𝑛’s corre-
sponding implementation launches a new round of leader
election on a node. Action 𝐻𝑎𝑛𝑑𝑙𝑒𝑉𝑜𝑡𝑒’s corresponding im-
plementation is located in a thread loop, which can continu-
ously retrieve voting messages from the local message queue
and handle them. We map these two actions by surrounding
the corresponding code snippets with 𝐴𝑐𝑡𝑖𝑜𝑛.𝑏𝑒𝑔𝑖𝑛 (Line 2
and 13) and 𝐴𝑐𝑡𝑖𝑜𝑛.𝑒𝑛𝑑 (Line 11 and 20) APIs, which use the
corresponding actions’ names as API parameters. Besides,
we collect the runtime values of corresponding actions’ pa-
rameters by using API 𝐴𝑐𝑡𝑖𝑜𝑛.𝑔𝑒𝑡𝑃𝑎𝑟𝑎𝑚𝑠 (Line 3 and 14).

Message-related actions.Message-related actions define
the processes in which a node sends / receives messages to /
from other nodes. Similar to single-node actions, they can
be mapped to methods or code snippets in the target system.
We first use Mocket’s annotation@𝐴𝑐𝑡𝑖𝑜𝑛, or 𝐴𝑐𝑡𝑖𝑜𝑛.𝑏𝑒𝑔𝑖𝑛
and𝐴𝑐𝑡𝑖𝑜𝑛.𝑒𝑛𝑑 APIs to map message-related actions to their
corresponding methods or code snippets. As discussed in
Section 4.1.1, we cannot map message-related variables to
the corresponding code in the target system. However, we
need to check the values of message-related variables dur-
ing system testing. To achieve this, we manually collect the
runtime values of messages in message-related actions by
using Mocket’s API 𝐴𝑐𝑡𝑖𝑜𝑛.𝑔𝑒𝑡𝑀𝑠𝑔.
Figure 6a shows a message-sending action RequestVote(i,

j), in which node 𝑖 sends a vote request message to node 𝑗 . In
action 𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑉𝑜𝑡𝑒 , TLA+ function 𝑆𝑒𝑛𝑑 puts the message
content (Line 3 − 8), e.g.,𝑚𝑡𝑦𝑝𝑒 and𝑚𝑡𝑒𝑟𝑚, into a message-
related variable𝑚𝑒𝑠𝑠𝑎𝑔𝑒𝑠 . In the corresponding implementa-
tion in Figure 6b, we use Mocket’s API 𝐴𝑐𝑡𝑖𝑜𝑛.𝑔𝑒𝑡𝑀𝑠𝑔 (Line

1. +@Action(“RequestVote”)
2.  private void requestVote(Peer peer) {
3. +   Action.getParams(this.NodeId, peer.NodeId);
4. +   Mocket.notifyAndBlock();
5.     …
6.     requestBuilder.setServerId(localServer.getServerId())
7. .setTerm(currentTerm)
8. .setLastLogIndex(getLastLogIndex())
9. .setLastLogTerm(getLastLogTerm());
10. +   Action.getMsg(“RequestVoteRequest”,
11. +              currentTerm,
12. +              getLastLogTerm(),
13. +              raftLog.getLastLogIndex(),
14. +              this.NodeId,
15. +              peer.NodeId);
16. …
17. peer.getRaftConsensusServiceAsync()
18. .requestVote(requestBuilder.build());
19. …
20. +   Mocket.checkAllStates();
21.  }

1. RequestVote(i, j) ==
2.   /\ state[i] = Candidate
3.   /\ Send([mtype |-> RequestVoteRequest,
4.            mterm |-> currentTerm[i],
5.            mlastLogTerm |-> LastTerm(log[i]),
6.            mlastLogIndex |-> Len(log[i]),
7.            msource |-> i,
8.            mdest |-> j])

(a) Action RequestVote in Raft specification.

(b) Instrumenting method requestVote in raft-java’s class RaftNode.

Figure 6. Mocket performs instrumentation for mapping
message-related action 𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑉𝑜𝑡𝑒 in Raft. The code in the
red color are manually added, and the code in the blue color
are automatically generated by Mocket.

10) to get the runtime values of the message content. Note
that𝐴𝑐𝑡𝑖𝑜𝑛.𝑔𝑒𝑡𝑀𝑠𝑔 should be added after the program point,
at which we can access all values of the message content
(Line 10). To build the mapping relationship of the message
content between a message-related TLA+ variable and the
corresponding message set in Mocket, the values of the mes-
sage content in 𝐴𝑐𝑡𝑖𝑜𝑛.𝑔𝑒𝑡𝑀𝑠𝑔 (Line 10 − 15 in Figure 6b)
must be placed in the same order as that in the TLA+ speci-
fication (Line 3 − 8 in Figure 6a).

Similarly, we also need to use API𝐴𝑐𝑡𝑖𝑜𝑛.𝑔𝑒𝑡𝑀𝑠𝑔 to get the
runtime values of the received message in message-receiving
actions. But, API 𝐴𝑐𝑡𝑖𝑜𝑛.𝑔𝑒𝑡𝑀𝑠𝑔 is usually placed at the be-
ginning of amessage-receiving action’s corresponding imple-
mentation. For example, action 𝐻𝑎𝑛𝑑𝑙𝑒𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑉𝑜𝑡𝑒𝑅𝑒𝑞𝑢𝑒𝑠𝑡
in Raft receives a vote request message. We map action
𝐻𝑎𝑛𝑑𝑙𝑒𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑉𝑜𝑡𝑒𝑅𝑒𝑞𝑢𝑒𝑠𝑡 tomethod 𝑟𝑒𝑞𝑢𝑒𝑠𝑡𝑉𝑜𝑡𝑒 (𝑟𝑒𝑞𝑢𝑒𝑠𝑡 )
in Raft-java, in which parameter 𝑟𝑒𝑞𝑢𝑒𝑠𝑡 contains all values
of a receivedmessage’s content, sowe can add𝐴𝑐𝑡𝑖𝑜𝑛.𝑔𝑒𝑡𝑀𝑠𝑔
at the first line in method 𝑟𝑒𝑞𝑢𝑒𝑠𝑡𝑉𝑜𝑡𝑒 (𝑟𝑒𝑞𝑢𝑒𝑠𝑡 ).
External faults. External faults cannot spontaneously

occur during system running. In Mocket, we simulate them
by invoking specific scripts or overriding related actions.
Mocket supports four kinds of external faults, i.e., node crash,
node restart, message drop and message duplicate.

Node crash and node restart faults are simulated by invok-
ing specific scripts. For a node crash fault, we use a script
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that kills the corresponding node’s process to simulate it.
For a node restart fault, we use a script that kills the corre-
sponding node’s process and relaunches a new node with
the same configuration to simulate it. For example, we use
action 𝐶𝑟𝑎𝑠ℎ(𝑖) to express that node 𝑖 crashes. The parame-
ter 𝑖 is mapped to the corresponding node’s process ID that
is collected when the target system is deployed and initiated.
During system testing, when Mocket observes that the next
scheduled action is 𝐶𝑟𝑎𝑠ℎ(𝑖), it will invoke the correspond-
ing script to kill the node immediately.

Message drop and message duplicate faults are simulated
by overriding message-receiving actions. For a message drop
fault, we skip the statements that handle the received mes-
sage in the corresponding message-receiving action. For a
message duplicate fault, we execute these statements in the
corresponding message-receiving action twice. In this way,
message drop and message duplicate faults can reuse the col-
lected information in message-related actions, including pa-
rameter values and the message content in message-related
variables. To make an overridden action to be executed as a
normal message-related action when we do not need to in-
ject a fault, we add a switch for each message-related action.
When Mocket schedules a normal message-related action,
the switch is off. When Mocket schedules a message drop /
duplicate action and encounters a message-receiving action
whose message should be dropped / duplicated, it turns the
switch on and activates the corresponding overriding logic.

User requests. User requests are system-specific actions.
Different distributed systems usually providemultiple scripts
for users to access different services, e.g., reading and writing
data in Raft. Similar to external faults, we need to launch user
requests during system testing by invoking specific scripts.
For example, action 𝐶𝑙𝑖𝑒𝑛𝑡𝑅𝑒𝑞𝑢𝑒𝑠𝑡 in Raft specification [9]
expresses a user request that writes data into Raft system,
and Raft-java provides a script file 𝑟𝑢𝑛_𝑐𝑙𝑖𝑒𝑛𝑡 .𝑠ℎ to write a
pair of key-value into Raft-java.

./ run_client.sh $Cluster $Key $Value

Note that TLA+ developers usually do not model the con-
crete data values in user requests, e.g., $𝐾𝑒𝑦 and $𝑉𝑎𝑙𝑢𝑒 .
Instead, they simply use values of action counters, e.g., vari-
able 𝑐𝑙𝑖𝑒𝑛𝑡𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑠 , to represent different actions executed
in model checking. Thus, in a test case, we can distinguish
different user requests by the value of 𝑐𝑙𝑖𝑒𝑛𝑡𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑠 , e.g.,
1 is the first execution of 𝐶𝑙𝑖𝑒𝑛𝑡𝑅𝑒𝑞𝑢𝑒𝑠𝑡 and 2 is the second
one. However, to launch user requests during system test-
ing, we need concrete values to invoke the above script. To
tackle this problem, we simply use different data for different
user requests. For example, we write (1, 1) into the target
system when scheduling user request 𝐶𝑙𝑖𝑒𝑛𝑡𝑅𝑒𝑞𝑢𝑒𝑠𝑡 at the
first time in the test case, and write (2, 2) when the second
𝐶𝑙𝑖𝑒𝑛𝑡𝑅𝑒𝑞𝑢𝑒𝑠𝑡 is scheduled.

4.1.3 Map TLA+ Constants. TLA+ constants are used to
express the specific values in a TLA+ specification. They can

be mapped to specific code in the target system. For example,
constant 𝐹𝑜𝑙𝑙𝑜𝑤𝑒𝑟 , 𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 and 𝐿𝑒𝑎𝑑𝑒𝑟 in Raft specifica-
tion [9] express possible roles that a node can have, and can
be assigned to variable 𝑛𝑜𝑑𝑒𝑆𝑡𝑎𝑡𝑒 (Line 1 in Figure 4a). In
Raft-java [13], an enumerated type 𝑁𝑜𝑑𝑒𝑆𝑡𝑎𝑡𝑒 implements
these three constants as three values, i.e., STATE_FOLLOWER,
STATE_CANDIDATE and STATE_LEADER.

We use a map to store the mapping relationships between
constants and their corresponding implementation. Dur-
ing system testing, Mocket can utilize the map to query
related values when necessary. For example, when checking
a state in a test case, Mocket finds that the value of vari-
able 𝑛𝑜𝑑𝑒𝑆𝑡𝑎𝑡𝑒 is 𝐹𝑜𝑙𝑙𝑜𝑤𝑒𝑟 , and the corresponding variable
value collected is 𝑆𝑇𝐴𝑇𝐸_𝐹𝑂𝐿𝐿𝑂𝑊𝐸𝑅 during testing. After
querying the map, Mocket can know that the state in the
test case and the collected value during system testing are
consistent. Note that we do not map constants used with
action counters introduced in Section 4.1.1, since the action
execution times are fixed in a test case.

4.2 Test Case Generation
TLC model checker [5] can generate a state space graph
(as shown in Figure 2) in a GraphViz [21] DOT file after
checking a TLA+ specification. In the state space graph, each
edge denotes an action, and each node denotes a verified state.
We traverse the state space graph to generate executable test
cases in a real-world distributed system. A test case is a path
in the state space graph, which starts from the initial state
(e.g., state 0 in Figure 2), and ends in a certain state (e.g., state
9 in Figure 2). In a test case, an edge represents an action that
is scheduled during system testing, and each node represents
a program point to check system states. Note that we do not
treat a path that does not start from the initial state as a test
case, since it is challenging to make a real-world distributed
system execute from an arbitrary intermediate state.
The state space graph usually contains large amounts of

states and edges, e.g., TLC can generate over 105 states and
106 edges when checking ZooKeeper’s TLA+ specification. If
we traverse such a state space graph without any reduction
strategies, we can generate numerous test cases. For example,
by iteratively traversing the cycle existing in the state space
graph in Figure 2, we can theoretically generate infinite test
cases for such a simple state space graph. To test a real-world
distributed system within in the limited time, we apply two
strategies, i.e., edge coverage guided graph traversal and
partial order reduction, to generate representative test cases
in real-world distributed systems.

4.2.1 Edge Coverage Guided Graph Traversal. There
aremany graph traversal strategies for generating executable
test cases based on the state space graph, e.g., node coverage
guided traversal and edge coverage guided traversal. The
former aims to cover more states, and the latter aims to
cover more actions. To test as many actions as possible in a
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Algorithm 1: Edge coverage guided graph traversal
Input: The graph 𝑔 and the root node 𝑖𝑛𝑖𝑡𝑆𝑡𝑎𝑡𝑒
Output: The set of paths 𝑝𝑎𝑡ℎ𝑠

1 𝑝𝑎𝑡ℎ𝑠 ← ∅
2 𝑖𝑛𝑖𝑡𝑃𝑎𝑡ℎ ← 𝑛𝑒𝑤 𝑃𝑎𝑡ℎ()
3 traverse(𝑖𝑛𝑖𝑡𝑆𝑡𝑎𝑡𝑒 , 𝑖𝑛𝑖𝑡𝑃𝑎𝑡ℎ, 𝑔)
4 Function traverse(𝑠𝑡𝑎𝑡𝑒 , 𝑝𝑎𝑡ℎ, 𝑔𝑟𝑎𝑝ℎ) do
5 if 𝑖𝑠𝐸𝑛𝑑𝑆𝑡𝑎𝑡𝑒 (𝑠𝑡𝑎𝑡𝑒) ∨ 𝑎𝑙𝑙𝑂𝑢𝑡𝐸𝑑𝑔𝑒𝑉𝑖𝑠𝑖𝑡𝑒𝑑 (𝑠𝑡𝑎𝑡𝑒)

then
6 𝑝𝑎𝑡ℎ𝑠.𝑎𝑑𝑑 (𝑝𝑎𝑡ℎ)
7 return

8 foreach 𝑠𝑢𝑐𝑐 ∈ 𝑠𝑡𝑎𝑡𝑒.𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑜𝑟𝑠 do
9 𝑒𝑑𝑔𝑒 ← 𝑔𝑟𝑎𝑝ℎ.𝑒𝑑𝑔𝑒 (𝑠𝑡𝑎𝑡𝑒, 𝑠𝑢𝑐𝑐)

10 if 𝑒𝑑𝑔𝑒.𝑣𝑖𝑠𝑖𝑡𝑒𝑑 = 𝑇𝑅𝑈𝐸 then
11 continue

12 else
13 𝑒𝑑𝑔𝑒.𝑣𝑖𝑠𝑖𝑡𝑒𝑑 ← 𝑇𝑅𝑈𝐸

14 𝑝𝑎𝑡ℎ.𝑎𝑑𝑑 (𝑠𝑢𝑐𝑐)
15 traverse(𝑠𝑢𝑐𝑐 , 𝑝𝑎𝑡ℎ, 𝑔𝑟𝑎𝑝ℎ)

real-world distributed system, we utilize a depth first search
algorithm with the edge coverage guided traversal strategy
to traverse the state space graph.
As Algorithm 1 shows, we start the traversal from the

initial state (Line 3), and iteratively traverse its successors
(Line 4− 15). The traversal for a path ends in two conditions,
i.e., all edges from the state to its successors are visited before,
or the current state is an end state (Line 5). End states are
specified by developers. For example, if developers want
to test leader election in Raft, they can set the state that
is generated by a 𝐵𝑒𝑐𝑜𝑚𝑒𝐿𝑒𝑎𝑑𝑒𝑟 action as an end state, i.e.,
a leader has been elected. If either condition is satisfied,
we add the 𝑝𝑎𝑡ℎ in 𝑝𝑎𝑡ℎ𝑠 (Line 6). Otherwise, we continue
the traversal. For each edge from the current state to its
successor, if it is visited before, we directly skip it (Line
10 − 11). Otherwise, we set it as 𝑣𝑖𝑠𝑖𝑡𝑒𝑑 (Line 13), add the
successor to 𝑝𝑎𝑡ℎ (Line 14), and continue the traversal on
the successor (Line 15).
After the graph traversal, we get a series of paths. Based

on these paths, we further generate a group of test cases,
which are sequences of actions and states. In a test case, an
action contains the information of the action’s name and
parameter values, and a state contains the values of all the
variables defined in the TLA+ specification.

4.2.2 Partial Order Reduction. Although our edge cov-
erage guided graph traversal can generate representative
test cases, it can still generate large amounts of test cases.
Thus, we further use partial order reduction (POR) [32, 38] to
remove some test cases that are less interesting to be tested.

If two actions 𝑎1 and 𝑎2 acting on the same state 𝑠0 can
result in the same state 𝑠3 regardless of their schedule order,
i.e., 𝑠0 → 𝑎1 → 𝑠1 → 𝑎2 → 𝑠3 and 𝑠0 → 𝑎2 → 𝑠2 → 𝑎1 → 𝑠3,
𝑎1 and 𝑎2 are commutative, and there is no need to schedule
both 𝑎1 → 𝑎2 and 𝑎2 → 𝑎1. In this case, we randomly choose
one action schedule (e.g., 𝑎1 → 𝑎2), but omit the other one
(e.g., 𝑎2 → 𝑎1). We can analyze the state space graph, and
identify commutative actions. Then, we do not treat the
action schedules (i.e., related edges), which are not chosen,
as our coverage target during our graph traversal.

4.3 Controlled Testing
Mocket performs system testing based on the mapped TLA+
elements and the generated test cases. To control the order
of actions and check states during system testing, Mocket
first performs automatic instrumentation for mapped TLA+
variables and actions. Then, Mocket performs a round of test-
ing for each single test case. During system testing, Mocket
reports inconsistencies between the TLA+ specification and
its corresponding implementation. We further investigate
each reported inconsistency and identify potential bugs.

4.3.1 Automatic Instrumentation. For each TLA+ vari-
able that is mapped to a class variable / method variable
in the target system, Mocket automatically adds a shadow
field / variable in the implementation. Further, whenever a
variable in the implementation is initialized or reassigned,
Mocket assigns the same value to its corresponding shadow
field / variable. For example, in Figure 4b, Mocket adds
shadow field𝑀𝑜𝑐𝑘𝑒𝑡$𝑠𝑡𝑎𝑡𝑒 (Line 4) for the annotated class
field 𝑠𝑡𝑎𝑡𝑒 (Line 3) in the implementation, and when 𝑠𝑡𝑎𝑡𝑒 is
initialized as 𝑆𝑇𝐴𝑇𝐸_𝐹𝑂𝐿𝐿𝑂𝑊𝐸𝑅 (Line 3) and reassigned to
𝑆𝑇𝐴𝑇𝐸_𝐿𝐸𝐴𝐷𝐸𝑅 (Line 10),𝑀𝑜𝑐𝑘𝑒𝑡$𝑠𝑡𝑎𝑡𝑒 is set as the same
value (Line 5 and 11)1. In this way, when checking states
during system testing, Mocket can access the runtime value
of every mapped variable in the implementation without
affecting the target system’s execution.
For each TLA+ action that is mapped to a method / code

snippet, Mocket automatically adds a hook at the begin-
ning of the method / code snippet to notify Mocket’s testbed
about the action information, i.e., action name and parameter
values, and block the corresponding thread to wait for sched-
uling. If the action is a message-receiving action, the hook
also sends the message content collected by 𝐴𝑐𝑡𝑖𝑜𝑛.𝑔𝑒𝑡𝑀𝑠𝑔
in the action to Mocket’s testbed. Based on the message
content, Mocket can judge whether to turn the fault injec-
tion switch on. At the end of the method / code snippet,
Mocket adds a statement to collect variable values, including
the message content collected by 𝐴𝑐𝑡𝑖𝑜𝑛.𝑔𝑒𝑡𝑀𝑠𝑔, and sends
them to Mocket’s testbed to check states. For example, in Fig-
ure 4b, Mocket adds 𝑀𝑜𝑐𝑘𝑒𝑡 .𝑛𝑜𝑡𝑖 𝑓 𝑦𝐴𝑛𝑑𝐵𝑙𝑜𝑐𝑘 (Line 9) and

1We use ASM to duplicate the value of the target variable in the JVM stack,
and assign the duplicated value to the corresponding shadow variable.
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Figure 7. Mocket’s testing process.

𝑀𝑜𝑐𝑘𝑒𝑡 .𝑐ℎ𝑒𝑐𝑘𝐴𝑙𝑙𝑆𝑡𝑎𝑡𝑒𝑠 (Line 13) for the annotated method
𝑏𝑒𝑐𝑜𝑚𝑒𝐿𝑒𝑎𝑑𝑒𝑟 .

Note that for the first action scheduled during system
testing, we need to check the initial state before execut-
ing its corresponding code. For example, in Figure 5, action
𝑆𝑡𝑎𝑟𝑡𝐸𝑙𝑒𝑐𝑡𝑖𝑜𝑛 is the first scheduled action in ZooKeeper’s
leader election. When 𝑆𝑡𝑎𝑟𝑡𝐸𝑙𝑒𝑐𝑡𝑖𝑜𝑛’s corresponding code is
executed at the first time, Mocket adds 𝑐ℎ𝑒𝑐𝑘𝐴𝑙𝑙𝑆𝑡𝑎𝑡𝑒𝑠 (Line
6) after 𝑛𝑜𝑡𝑖 𝑓 𝑦𝐴𝑛𝑑𝐵𝑙𝑜𝑐𝑘 (Line 4) to check the initial state.

4.3.2 System Testing. Figure 7 illustrates Mocket’s sys-
tem testing process for a single test case. Mocket deploys a
new cluster for each test case. When a cluster node encoun-
ters an action, the instrumented 𝑛𝑜𝑡𝑖 𝑓 𝑦𝐴𝑛𝑑𝐵𝑙𝑜𝑐𝑘 statement
blocks the corresponding thread, and notifies Mocket’s ac-
tion scheduler about the action’s name and parameter values.
In Figure 7, both 𝑁𝑜𝑑𝑒 1 and 𝑁𝑜𝑑𝑒 2 notify the action sched-
uler that they encounter action 𝐴𝑐𝑡𝑖𝑜𝑛𝐴. When the action
scheduler receives a notification, it compares the action in-
formation in the notification with the scheduled action in
the test case, and replies the node whose action matches the
scheduled action. Meanwhile, Mocket moves forward and
waits to check the next state following the action. In Figure 7,
the scheduled action is 𝐴𝑐𝑡𝑖𝑜𝑛𝐴(𝑁 1), which means that ac-
tion 𝐴𝑐𝑡𝑖𝑜𝑛𝐴 on 𝑁𝑜𝑑𝑒 1 should be executed now. Thus, the
action scheduler replies 𝑁𝑜𝑑𝑒 1 and resumes its blocked
thread. For other notified actions that have not been sched-
uled, e.g., action 𝐴𝑐𝑡𝑖𝑜𝑛𝐴 from 𝑁𝑜𝑑𝑒 2, the action scheduler
puts them in a set until they match their corresponding
scheduled actions in the test case.
When a node, e.g., 𝑁𝑜𝑑𝑒 1, finishes executing an action,

the instrumented 𝑐ℎ𝑒𝑐𝑘𝐴𝑙𝑙𝑆𝑡𝑎𝑡𝑒𝑠 statement sends the run-
time values of all variables to Mocket’s state checker. The
state checker compares the received runtime values with the
state in the test case. If they are consistent, Mocket moves
forward and schedules the next action. Otherwise, we find
an inconsistency.

4.3.3 Bug Detection. Mocket reports an inconsistency
between a TLA+ specification and its corresponding imple-
mentation when any situation below occurs.
• Inconsistent state. The state checker finds that the col-
lected runtime values are different from the corresponding
state in the test case.

• Missing action. The action scheduler waits until timeout,
and does not receive any action notification that matches
the scheduled action in the test case.
• Unexpected action. When a test case finishes, there still
exist some action notifications in the action scheduler’s
waiting set.
When Mocket finds an inconsistency, it generates a bug

report, which contains the test case and the inconsistency
caused by related states or actions.
Note that Mocket cannot distinguish whether a reported

inconsistency is caused by an incorrect implementation or
an incorrect specification. For each bug report, we further
investigate it and figure out what causes the inconsistency.
If the inconsistency is caused by the incorrect system imple-
mentation, we treat it as an implementation bug. Otherwise,
if the distributed system implementation is correct, but its
corresponding TLA+ specification is incorrectly written, we
treat the inconsistency as a specification bug. Specification
bugs can make TLC generate unexpected states and actions
which do not happen during system testing. For example,
we use Raft’s official TLA+ specification [9] to test Raft-java
[13], and find that Raft’s official specification contains bugs
that have been correctly fixed in Raft-java’s implementation.

5 Applying Mocket on Real-World Systems
In this section, we first present the implementation ofMocket.
Then we introduce two practices of applying Mocket, i.e.,
testing two Raft [61] implementations and ZooKeeper [4].
Last, we discuss the lessons learned in our practices.

5.1 Mocket Implementation
Mocket is implemented in Java and Python, and consists of
around 5K lines of code (LOC), including annotations, run-
time instrumentation, test case generation, action scheduler
and state checker. The annotations for mapping variables
and actions are implemented based on 𝑗𝑎𝑣𝑎.𝑙𝑎𝑛𝑔.𝑎𝑛𝑛𝑜𝑡𝑎𝑡𝑖𝑜𝑛
package. The runtime instrumentation is performed based
on ASM [2] library. The test case generation is implemented
based on Python’s networkx [8] package.

5.2 Applying Mocket on Raft
Raft [60] is a classical distributed consensus protocol. Re-
searchers have already modelled [9] and verified [12] its de-
sign. Many popular distributed systems, e.g., CockroachDB
[20] and TiDB [15], adopt Raft as their underlying consensus
protocol to maintain data consistency.
We select two open-source Java-based implementations,

i.e., Xraft [18] and Raft-java [13] as our target systems. Raft-
java is a popular Raft implementation with more than 1K
GitHub stars. Xraft is less popular (around 200 GitHub stars),
but it is used as the code example in a published book [29]
that introduces Raft. These two Raft implementations are
claimed to be compliant to the official Raft specification.
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Table 1. Development Effort on Real-World Systems

System Impl.
(LOC)

Spec. Mapping
(LOC)LOC # Var. # Act.

Xraft 16,530 841 15 17 151
Raft-java 15,017 809 15 15 152
ZooKeeper 15,895 1,053 25 20 134

However, they are independently developed, and have differ-
ent implementation choices. For example, Xraft uses asyn-
chronous communication, but Raft-java uses synchronous
communication. To make the official Raft specification to-
tally compliant to a Raft implementation, we have to make
some minor modifications on the official Raft specification
[9] to support their implementation choices.
One author took about one week to modify the official

TLA+ specification according to their corresponding imple-
mentations, and map the modified specification to its corre-
sponding Raft implementation. We further took about two
weeks to perform multi-round testing on these two systems.
Table 1 shows the effort we devoted to apply Mocket on
Xraft and Raft-java2. The modified specifications for Xraft
and Raft-java contain 841 and 809 LOC, respectively. Both
systems’ specifications contain 15 variables. Xraft’s specifica-
tion contains 17 actions, among which, 12 actions come from
the official specification [9], and 5 new actions were added
by us. Raft-java’s specification contains 15 actions. Since
Raft-java uses synchronous communication, we remove two
external faults 𝐷𝑟𝑜𝑝𝑀𝑒𝑠𝑠𝑎𝑔𝑒 and 𝐷𝑢𝑝𝑙𝑖𝑐𝑎𝑡𝑒𝑀𝑒𝑠𝑠𝑎𝑔𝑒 , com-
pared with Xraft’s specification.

Xraft and Raft-java contain 16,530 and 15,017 LOC, respec-
tively. We use 151 and 152 LOC to map actions and variables
in the specifications to Xraft and Raft-java, respectively. Most
actions are mapped in less than 5 LOC. Mapping message-
related actions requires more effort (10 LOC for each action)
than other types of actions, because we need additional code
to collect the runtime values of message content.

5.3 Applying Mocket on ZooKeeper
ZooKeeper [4] is a popular and mature distributed coordi-
nation system. It has been developed for years, but not ever
checked by formal methods. To apply Mocket on ZooKeeper,
we developed a TLA+ specification for its core protocol ZAB
[43] after reading its code and related design documents.
One author took about three weeks to develop ZAB’s

TLA+ specification, and map the specification to its corre-
sponding ZooKeeper implementation. We further took about
two weeks to perform multi-round testing on ZooKeeper.
Table 1 also shows the effort we devoted to apply Mocket
on ZooKeeper. The ZooKeeper ZAB’s specification contains
1,053 LOC, including 25 variables and 20 actions. Among 25
2Since we are not the developers of these target systems, we may spend
more time than these systems’ developers.

variables, 20 variables are state-related variables, 2 variables
are message-related variables, and the remaining 3 variables
are action counters. We design 2 different message-related
variables because ZAB has two different message commu-
nication mechanisms in its leader election stage and syn-
chronization stage. Among the 20 actions, 6 are single-node
actions, 12 are message-related actions, and 2 are external
faults. Note that we do not model message duplicate and mes-
sage drop faults, because ZAB’s designers never mentioned
that ZAB could handle them.

In ZooKeeper, the ZAB-related implementation is mainly
located in package 𝑜𝑟𝑔.𝑎𝑝𝑎𝑐ℎ𝑒.𝑧𝑜𝑜𝑘𝑒𝑒𝑝𝑒𝑟 .𝑠𝑒𝑟𝑣𝑒𝑟 , and con-
tains 15,895 LOC. We use 134 LOC to annotate TLA+ vari-
ables and actions in the ZAB-related implementation. Among
them, we use 20 LOC to map TLA+ variables, including 17
LOC for mapping 17 class-type TLA+ variables, and 3 lines
of configuration file code for mapping 3 method-type TLA+
variables. We use 114 LOC to map TLA+ actions, and each
action is mapped with no more than 10 LOC.

5.4 Lessons Learned
Testing oriented TLA+ specification development pro-
cess. It is generally recommended that the TLA+ specifi-
cation should be developed prior to the corresponding im-
plementation [39]. However, to test an existing and mature
distributed system, e.g., ZooKeeper, we have to develop the
TLA+ specification referring to its implementation. The spec-
ification development process for applying Mocket is differ-
ent from the traditional development workflow. The TLA+
specification only for model checking is property oriented.
Developers usually first consider what properties to check,
and then define property-related variables and actions. In
our testing oriented development process, we first extract ac-
tions from the implementation, and then consider variables
related to these actions.
Potential errors introduced by developers when ap-

plying Mocket. Applying Mocket to test a real-world dis-
tributed system requires some manual effort, e.g., developing
TLA+ specification for the target system, and mapping TLA+
elements to their corresponding implementations. Develop-
ers (e.g., the authors) may introduce errors in this manual
process, which can cause Mocket to report false inconsisten-
cies, i.e., false positives. Based on our experience, we sum-
marize two types of errors that developers may introduce
and explain how we handle them.

First, when developing the TLA+ specification for an exist-
ing implementation, developers can possibly write incorrect
action logic that violates the target system’s design. For ex-
ample, if a real-world concurrent system includes certain
synchronization in its implementation, but TLA+ developers
do not model the synchronization in the TLA+ specification,
Mocket will report a missing action during system testing.
Second, when mapping the TLA+ elements to their cor-

responding implementations, developers can possibly build
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Table 2. Bugs Found by Mocket

ID Type Reported Inconsistency Elapsed Time # Actions
Xraft Bug #1 (New) [23] Impl. Bug Inconsistent state for variable 𝑣𝑜𝑡𝑒𝑠𝐺𝑟𝑎𝑛𝑡𝑒𝑑 1 min 6
Xraft Bug #2 (New) [22] Impl. Bug Inconsistent state for variable 𝑣𝑜𝑡𝑒𝑑𝐹𝑜𝑟 7 min 9
Xraft Bug #3 (New) [24] Impl. Bug Unexpected action 𝐻𝑎𝑛𝑑𝑙𝑒𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑉𝑜𝑡𝑒𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒 39 min 19
Raft-java Bug #1 [14] Impl. Bug Missing action 𝐻𝑎𝑛𝑑𝑙𝑒𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑉𝑜𝑡𝑒𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒 6 min 18
Raft-java Bug #2 [19] Impl. Bug Inconsistent state for variable 𝑙𝑜𝑔 5 hours 31
ZooKeeper Bug #2 [6] Impl. Bug Unexpected action 𝑅𝑒𝑐𝑒𝑖𝑣𝑒𝑀𝑒𝑠𝑠𝑎𝑔𝑒 13 hours 39
ZooKeeper Bug #2 [7] Impl. Bug Missing action 𝑆𝑡𝑎𝑟𝑡𝐸𝑙𝑒𝑐𝑡𝑖𝑜𝑛 29 hours 51
Raft-spec issue #1 (New) Spec. Bug Inconsistent state for variable𝑚𝑒𝑠𝑠𝑎𝑔𝑒𝑠 < 1 min 8
Raft-spec issue #2 (New) Spec. Bug Missing action𝑈𝑝𝑑𝑎𝑡𝑒𝑇𝑒𝑟𝑚 < 1 min 5

wrongmapping relationships. For example, if developers mis-
write the action’s name when annotating a method, Mocket
will report a missing action, since Mocket cannot receive the
notification of the required action with the correct name.

These errors introduced by developers (i.e., Mocket’s users)
can only be discovered during system testing. Therefore, we
perform multi-round testing to eliminate these errors. If
we find that an inconsistency is caused by these developer-
introduced errors, we fix these errors, regenerate test cases
and perform system testing again. Fortunately, these errors
are usually easy to fix. However, the multi-round testing
could waste testing resources. In the future, we can design
better strategies to avoid these errors.

6 Evaluation
WepresentMocket’s experimental results on three distributed
systems, i.e., Xraft [18], Raft-java [13] and ZooKeeper [4].
Table 2 shows the detected bugs. For each bug, we record the
elapsed time to reveal it and the number of involved actions
in its bug-revealing test case. In this section, we first discuss
the detected bugs in detail, and then evaluate the testing
effort. Last, we compare Mocket with existing approaches.

6.1 Detected Bugs
As shown in Table 2, Mocket finds 9 bugs in total, includ-
ing 3 previously unknown implementation bugs, 4 known
implementation bugs, and 2 new specification bugs in the
official Raft specification [9]. All 3 new implementation bugs
have been confirmed by developers. Due to the space lim-
itation, we only introduce new implementation bugs and
specification bugs here.
New implementation bugs. In the first Xraft bug [23],

Xraft developers oversimplify the implementation of vari-
able 𝑣𝑜𝑡𝑒𝑠𝐺𝑟𝑎𝑛𝑡𝑒𝑑 in the Raft specification. In Raft, variable
𝑣𝑜𝑡𝑒𝑠𝐺𝑟𝑎𝑛𝑡𝑒𝑑 is used to record the nodes that have granted
the vote request from a candidate node. Xraft implements
𝑣𝑜𝑡𝑒𝑠𝐺𝑟𝑎𝑛𝑡𝑒𝑑 as an integer value. When the candidate node
receives a vote from another node, it increases 𝑣𝑜𝑡𝑒𝑠𝐺𝑟𝑎𝑛𝑡𝑒𝑑
by 1. In this bug, Node 1 becomes 𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 and votes for

Node 1 Node 2

FollowerCandidate

Node 3 Node 4

BecomeLeader

votedFor=N1

Restart

Follower Candidate

votedFor=null

votedFor=N4

Figure 8. Xraft bug #2 [22]. Node 1 becomes 𝐿𝑒𝑎𝑑𝑒𝑟 when
Node 2 changes its vote due to a node restart fault. The
reported inconsistency is shown in the red font.

itself, and 𝑣𝑜𝑡𝑒𝑠𝐺𝑟𝑎𝑛𝑡𝑒𝑑 becomes 1. Then, Node 1 sends a
𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑉𝑜𝑡𝑒 message to Node 2, and receives a message of
granting the vote request from Node 2. Thus, 𝑣𝑜𝑡𝑒𝑠𝐺𝑟𝑎𝑛𝑡𝑒𝑑
becomes 2. However, a duplicate message fault makes Node 1
receive two repeated messages from Node 2, and causes that
𝑣𝑜𝑡𝑒𝑠𝐺𝑟𝑎𝑛𝑡𝑒𝑑 becomes 3. Finally, Node 1 becomes 𝐿𝑒𝑎𝑑𝑒𝑟
although it does not receive the granted votes from the ma-
jority nodes. Mocket finds this bug by observing the incon-
sistent values of variable 𝑣𝑜𝑡𝑒𝑠𝐺𝑟𝑎𝑛𝑡𝑒𝑑 .

Figure 8 shows the second Xraft bug [22]. In this bug, both
Node 1 and Node 4 are𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 . Node 1 sends𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑉𝑜𝑡𝑒
message to Node 2 and 3. Node 2 grants the vote request,
and sets the value of variable 𝑣𝑜𝑡𝑒𝑑𝐹𝑜𝑟 as 𝑁 1. Then, a node
restart fault occurs on Node 2, which makes 𝑣𝑜𝑡𝑒𝑑𝐹𝑜𝑟 be-
come null. Thus, when the 𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑉𝑜𝑡𝑒 message from Node
4 arrives, Node 2 thinks that it has not voted for any node,
and grants the vote request from Node 4. After receiving the
vote from Node 3, Node 1 thinks that it has received votes
from the majority nodes, i.e., Node 1, 2 and 3, and becomes
𝐿𝑒𝑎𝑑𝑒𝑟 . But in fact, Node 2 has changed its vote and Node 1
is unaware of that. Mocket finds this bug by observing the
inconsistent value of variable 𝑣𝑜𝑡𝑒𝑑𝐹𝑜𝑟 .

Figure 9 shows a deep bug [24] in Xraft. In this bug, Node
1, 2 and 3 become 𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 at first. Node 1 becomes the
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Node 1 Node 2

Candidate

Node 3

Follower

Node 4

Candidate

BecomeLeader

!logIsNewer(rqst.log)

Candidate Follower

Node 5

votedFor=N1

BecomeLeader

votedFor=N2 votedFor=N3 votedFor=N1 votedFor=N1

Leader
AppendEntry AppendEntry

AppendEntry

Follower Follower

votedFor=null
log.lastTerm=1

votedFor=null
log.lastTerm=1

Restart

votedFor=N4
log.lastTerm=1

Candidate

Vote Node 4 Vote Node 4

log.lastTerm=1

Figure 9. Xraft bug #3 [24]. Both Node 1 and 4 become
𝐿𝑒𝑎𝑑𝑒𝑟 . The reported inconsistency is shown in the red font.

leader after receiving votes from Node 4 and 5, and informs
other nodes by𝐴𝑝𝑝𝑒𝑛𝑑𝐸𝑛𝑡𝑟𝑦 messages. The nodes receiving
message𝐴𝑝𝑝𝑒𝑛𝑑𝐸𝑛𝑡𝑟𝑦 will write a log without any data, i.e.,
NoOp log, which represents that they have voted for others.
After writing NoOp logs, Node 2 and 3 become followers and
update their states, i.e., changing variable 𝑣𝑜𝑡𝑒𝑑𝐹𝑜𝑟 from
itself to null and setting 𝑙𝑜𝑔.𝑙𝑎𝑠𝑡𝑇𝑒𝑟𝑚 as 1. Then, a node
restart fault occurs on Node 4. Node 4 becomes 𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 ,
and updates its state, i.e., setting variable 𝑣𝑜𝑡𝑒𝑑𝐹𝑜𝑟 as itself,
but variable 𝑙𝑜𝑔.𝑙𝑎𝑠𝑡𝑇𝑒𝑟𝑚 is still 1 since the written NoOp
log is persisted. After that, Node 4 sends 𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑉𝑜𝑡𝑒 mes-
sages to Node 2 and 3, and the message contains the infor-
mation of persisted NoOp log. In Xraft, to make a 𝐹𝑜𝑙𝑙𝑜𝑤𝑒𝑟
node grant a vote request from a 𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 node, the data
log on the 𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 node must not be staler than that
on the 𝐹𝑜𝑙𝑙𝑜𝑤𝑒𝑟 node. Node 2 and 3 should not grant the
vote for Node 4, because the log in 𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑉𝑜𝑡𝑒 is not the
data log. However, the wrong implementation makes Node
2 and 3 wrongly grant the vote requests from Node 4. Fi-
nally, Node 4 becomes 𝐿𝑒𝑎𝑑𝑒𝑟 while Node 1 has already been
𝐿𝑒𝑎𝑑𝑒𝑟 . Mocket finds this bug by observing unexpected ac-
tion 𝐻𝑎𝑛𝑑𝑙𝑒𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑉𝑜𝑡𝑒𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒 .
Specification bugs.We reveal two inconsistencies that

are caused by the bugs in the official Raft specification. Note
that specification bugs have no impact on the specification
verification process, but can cause the specification to gener-
ate some actions or states that the corresponding implemen-
tation cannot turn into during system testing.
Figure 10 shows the first specification bug. Function Up-

dateTerm,HandleRequestVoteRequest andHandleRequestVoteRe-
sponse, are connected by a disjunction operator. This denotes
UpdateTerm can be performed as an independent action as
HandleRequestVoteRequest and HandleRequestVoteResponse.
However, UpdateTerm can only be performed within the
other two actions in practical system implementations. We
need to move UpdateTerm into them to fix this bug.

1. Receive(m) ==
2.   LET i == m.mdest
3.       j == m.msource
4.   IN  \/ UpdateTerm(i, j, m)
5.       \/ /\ m.mtype = RequestVoteRequest
6.          /\ HandleRequestVoteRequest(i, j, m)
7.       \/ /\ m.mtype = RequestVoteResponse
8.          /\ HandleRequestVoteResponse(i, j, m)

Figure 10. Specification bug #1 in Raft. UpdateTerm
wrongly interleaves with HandleRequestVoteRequest and
HandleRequestVoteResponse.

1. HandleAppendEntriesRequest(i, j, m) ==
2.   \/ Reply(…) \* reject request
3.   \/ \* return to follower state
4.      /\ state’ = [state EXCEPT ![i] = Follower]
5.   \/ \* accept request when it is a follower
6.      /\ state[i] = Follower
7.      /\ Reply(…)

Figure 11. Specification bug #2 in Raft. The second branch
does not invoke 𝑅𝑒𝑝𝑙𝑦.

Figure 11 shows the second specification bug. Action Han-
dleAppendEntriesRequest uses three branches to handle re-
quests under different conditions, i.e., rejecting the request
(Line 2), changing the candidate’s role into Follower (Line
3 − 4), and accepting the request (Line 5 − 7). However, the
second branch does not invoke function 𝑅𝑒𝑝𝑙𝑦. When Han-
dleAppendEntriesRequest executes its second branch, it does
not directly reply the message, but requires the second Han-
dleAppendEntriesRequest to execute the third branch to in-
voke 𝑅𝑒𝑝𝑙𝑦. We add a 𝑅𝑒𝑝𝑙𝑦 function in the second branch
to fix this bug.

6.2 Testing Effort
The experiments were performed on a machine with a 3.1
GHz Intel Core i9 CPU, 64 GB memory. All target distributed
systems were deployed in the form of pseudo-distributed
cluster, i.e., each node runs as a process on the same host
machine. In a single test case, a cluster has 5 nodes at most.
We inject external faults no more than 5 times, launch user
requests no more than 3 times.

Table 3 shows the testing effort for each target distributed
system. Column State shows the numbers of states in the
state space graph generated by TLC. Column PathEC and
PathEC+POR show the numbers of paths generated by travers-
ing the state graph when applying only edge coverage (EC)
strategy and both edge coverage and partial order reduction
(POR) strategies, respectively. We can see that EC can still
generate a large amount of paths, while combining EC and
POR can generate much fewer paths, e.g., 87% of paths can
be reduced in ZooKeeper. This shows that our state space
reduction strategies are effective.

Column Time in Table 3 shows the time of executing test
cases generated applying both EC and POR. On average,
a ZooKeeper test case takes about 10 seconds. Xraft and
Raft-java take 7 seconds and 5 seconds to execute a test



Model Checking Guided Testing for Distributed Systems EuroSys ’23, May 8–12, 2023, Rome, Italy

Table 3. Testing Effort

System State PathEC PathEC+POR Time

Xraft 91,532 296,154 39,047 75 h
Raft-java 23,911 85,976 9,829 13 h
ZooKeeper 105,054 342,770 44,361 123 h

case, respectively. It is reasonable since ZooKeeper is more
complex than the other two distributed systems.

6.3 Comparison with Existing Approaches
Mocket closely relates to some existing bug detection ap-
proaches for distributed systems, e.g., formal verification
frameworks [41, 42, 67], model-based testing [31, 44, 51],
and implementation-level model checkers [47, 57, 64, 68, 69].
However, we have encountered difficulties in directly com-
paring Mocket with these approaches, e.g., lacking available
tools. Therefore, we qualitatively discuss the advantages of
Mocket over these existing approaches.
Formal verification frameworks. Formal verification

frameworks [41, 42, 67] can build a verified distributed sys-
tem from an abstract specification in a refinement-style way.
First, unlike Mocket, formal verification frameworks cannot
be used to verify an existing distributed system’s implemen-
tation. Second, applying formal verification frameworks re-
quires much larger manual effort than Mocket. For example,
IronFleet [42] requires a specification with 1,400 lines of code
(LOC) and a proof with 39,253 LOC to verify the correctness
of an implementation with 5,114 LOC. In comparison, we use
1,187 LOC to apply Mocket on ZooKeeper ZAB protocol’s
implementation with 15,895 LOC.
Model-based testing. Model-based testing [31, 44, 51]

models the specific distributed system properties or behav-
iors, and generate test cases based on the model.
First, most model-based testing approaches [44, 51] can

only define specific properties or behaviors. They cannot
perform a systematic testing for distributed systems. For ex-
ample, Li et al. [51] only models network delay, and Modulo
[44] only models the data consistency property in distributed
systems. In comparison, Mocket utilizes TLA+ to model all
kinds of behaviors and properties in distributed systems.
Second, although MBTCG [31] also uses TLA+ to model

the algorithm in MongoDB and generate test inputs, it is
designed for a simple program, e.g., operations on a single
array, and cannot support common non-deterministic fea-
tures in distributed systems, e.g., message communication
and external faults. Therefore, the bugs in Table 2 cannot be
detected by MBTCG theoretically.

Implementation-levelmodel checkers. Implementation-
level model checkers [47, 57, 64, 68, 69] intercept and inter-
leave non-deterministic behaviors of distributed systems at
runtime, and enforce the target system into different states.

First, implementation-levelmodel checkers test a distributed
system under a specified workload, e.g., writing a key-value
pair (1, 1) into a Raft system. To perform a systematic testing,
developers have to manually design and execute many differ-
ent workloads. In comparison, Mocket can test all possible
workloads modelled in the TLA+ specification, e.g., possible
inputs written into a Raft system.

Second, implementation-levelmodel checkers cannot know
all expected execution results of distributed systems, e.g., the
return result when a crash occurs on a specific execution
point, and rely on developers to manually write general as-
sertions related to specific system properties to reveal bugs,
e.g., error information in system logs. Other system states
beyond the written assertions cannot be checked. In compar-
ison, Mocket can obtain the expected states for each action
based on the state space graph, and uses them as test or-
acles. Furthermore, implementation-level model checkers
need more effort to write assertions than Mocket. For exam-
ple, SAMC [47] uses ZKVerifier.java [10] (59 LOC) to express
two properties in ZooKeeper, while we only need to add 2
lines of TLA+ code to define these two properties.

7 Discussion
7.1 Threats to Validity
In our experiment, we evaluate Mocket on two Raft systems
and ZooKeeper. Therefore, our experimental results may not
reflect the situation in other distributed systems. However,
both Raft and ZooKeeper are popular and representative
distributed systems. Moreover, our practices in Section 5
on these two kinds of distributed systems also present how
to apply Mocket under two different scenarios, i.e., how to
apply Mocket on a distributed system with and without its
corresponding TLA+ specification, respectively.
Our practices are dependent on the involved developers

(e.g., the authors of this paper). This may introduce implicit
bias towards the individual developers’ expertise. In future,
more user studies with other developers (e.g., a distributed
system’s developer who is familiar with TLA+) could further
validate or challenge our approach.

7.2 Limitations
Mocket requires some manual effort from developers.
Mocket requires a TLA+ specification, which may be not
available for some distributed systems, and involves some
effort to develop it. Mocket also requires some manual effort
to annotate the target distributed system. Thus, developers
should have a certain depth of understanding about the target
distributed system. Fortunately, developers only need to un-
derstand the protocol design in the target system’s implemen-
tation rather than all implementation details. For example,
we (who are not ZooKeeper developers) can test ZooKeeper
with limited understanding of ZooKeeper’s implementation,
and it took us three weeks to write the TLA+ specification



EuroSys ’23, May 8–12, 2023, Rome, Italy Dong Wang, Wensheng Dou, Yu Gao, Chenao Wu, Jun Wei, and Tao Huang

and annotate ZooKeeper’s implementation. Therefore, the
required manual effort should be acceptable in practice.

Mocket requires that the TLA+ specification should
be close to the corresponding implementation. The ab-
stract level of a TLA+ specification can affect Mocket’s bug
detection capability. Developers can build a very high-level
specification, which may miss some important details, e.g.,
external faults. Such a high-level specification is easy to
build, but can cause Mocket to miss implementation bugs.
Developers can also build a very detailed TLA+ specification
that is extremely close to its corresponding implementation.
Such a detailed specification can help Mocket to unearth
more implementation bugs, but is hard to build. Therefore,
it is critical to find the balance about how specific the TLA+
specification should be close to the implementation. We can-
not provide a clear answer to this balance. In our practice,
modelling all user requests, message communication and
external faults in the target distributed system should be a
proper choice.
Mocket can miss some implementation bugs in the

target system under some scenarios.We describe these
scenarios as follows.

• Developers might give a TLA+ specification that does not
cover all implementation details of a distributed system.
If some states and actions in a distributed system are not
modelled by its corresponding specification, Mocket will
miss implementation bugs in the unmodelled implemen-
tations. For example, we only model ZooKeeper’s ZAB
protocol in our experiment. Thus, we cannot detect imple-
mentation bugs in ZooKeeper’s authentication module.
• If some concurrency in the system implementation is not
properly modelled in the TLA+ specification, we can miss
related implementation bugs. Assume that action 𝑎𝑖 must
happen before 𝑎 𝑗 in the TLA+ specification, while 𝑎𝑖 and
𝑎 𝑗 can be concurrently scheduled in the system imple-
mentation. In such case, Mocket cannot test the schedule
𝑎 𝑗 → 𝑎𝑖 , and hence misses related implementation bugs
hidden in this schedule.
• Although Mocket’s edge coverage guided test case gener-
ation can cover all actions in a state space graph, it omits
some paths that may trigger implementation bugs in the
target system. Besides, in our partial order reduction strat-
egy, commutative actions in the state space graph do not
always imply that they are commutative in the target sys-
tem implementation. Thus, our test case generation and
reduction strategy can potentially cause Mocket to miss
some implementation bugs.

Mocket can only work on Java-based distributed sys-
tems. To apply Mocket on a distributed system that is not
implemented in Java, we need to reimplement Mocket’s an-
notation and instrumentation mechanisms. However, the
remaining parts of Mocket, e.g., test case generation, action
scheduler and state checker, can be reused.

8 Related Works
In this section, we discuss related works that are not dis-
cussed earlier.

Random testing for distributed systems. Researchers
have proposed some approaches for randomly testing dis-
tributed systems. PCTCP [62] provides a guarantee of the
possibility hitting a potential bug when randomly testing
distributed systems. taPCT [63] combines random testing
with partial order reduction. Morpheus [70] utilizes con-
flict analysis among events to make random testing more
efficient. Similar to implementation-level model checkers,
these approaches also suffer from the test oracle problem.
In comparison, Mocket can perform systematic testing for
distributed systems, and solves the test oracle problem.

Bug detection in distributed systems. There has been
significant progress in understanding and detecting bugs in
distributed systems. Researchers have conducted several em-
pirical bug studies to understand different kinds of bugs in
distributed systems, e.g., cloud bugs [40], concurrency bugs
[48], crash recovery bugs [35], timeout bugs [30], exception-
related bugs [27], network partition-related bugs [25, 26] and
partial failures [54]. Researchers further propose various ap-
proaches to detect bugs in distributed systems. CrashTuner
[56], Deminer [37] and CrashFuzz [36] detect crash recov-
ery bugs. CoFi [28] detects network partition-related bugs.
DCatch [52], FCatch [53] and PCatch [49, 50] detect concur-
rency bugs, time-of-fault bugs and performance bugs, respec-
tively. DUPChecker [72] detects software upgrade failures
in distributed systems. DIET [27] detects exception-related
bugs in distributed systems. MPChecker [55], FlowDist [34]
and DisTA [66] detect missing-permission-check bugs and
information flow vulnerabilities in distributed systems, re-
spectively. These works use specific patterns to detect differ-
ent kinds of bugs in distributed systems. Mocket is general,
and is orthogonal to these approaches.

9 Conclusion
We propose a novel testing approach, Mocket, to fill the
gap between the formal specification and the correspond-
ing implementation of a distributed system. Given a TLA+
specification, Mocket can systematically check whether its
corresponding system implementation conforms to the spec-
ification. We apply Mocket on three widely-used distributed
systems, and unearth 3 previously unknown bugs.
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A Artifact Appendix
This artifact provides the source code of Mocket for Eu-
roSys 2023 paper - “Model Checking Guided Testing for Dis-
tributed Systems”. Mocket is designed to perform systematic
testing for distributed systems guided by model checking
TLA+ specifications. Mocket assumes that the TLA+ speci-
fication is the correct design for a distributed system, and
finds bugs existing in the distributed system implementation

that violates the TLA+ specification. Our artifact obtained
the “Artifacts Available” badge from the Artifact Evalua-
tion process of EuroSys 2023. The DOI of our artifact is
https://doi.org/10.5281/zenodo.7654817.

Artifact repository. All the project source code including
the instructions on how to build and run Mocket on dis-
tributed systems is available in the following git repository:
https://github.com/tcse-iscas/Mocket.

https://doi.org/10.5281/zenodo.7654817
https://github.com/tcse-iscas/Mocket
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