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Abstract—Graph database systems (GDBs) allow efficiently
creating, modifying, and retrieving graph data in a graph
database. To accelerate graph queries, GDBs usually adopt
various and complex optimization strategies. However, incorrect
optimizations in GDBs can introduce optimization bugs, which
cause a graph query to compute an incorrect query result, e.g.,
omitting a vertex in a graph database.

In this paper, we propose Differential Optimization Testing
(DOT ), an effective and automated approach to detect optimiza-
tion bugs in GDBs that adopt Gremlin as their query language.
The main idea of DOT is that, given a Gremlin query Q, we
execute it on the target GDB with two different optimization
configurations and then verify whether they can compute the
same query results for query Q. Any inconsistency between their
query results indicates an optimization bug in the target GDB. To
improve the efficiency of differential testing in DOT , we further
propose an optimization-guided approach, aiming to explore
more optimization strategies and more graph database features.
We evaluate DOT on six popular and widely-used GDBs, i.e.,
Neo4j, OrientDB, JanusGraph, HugeGraph, TinkerGraph, and
ArcadeDB. In total, we have found 28 unique optimization bugs,
16 of which have been confirmed as previously-unknown bugs.

Index Terms—graph database system, Gremlin, optimization
bug, bug detection

I. INTRODUCTION

Graph database systems (GDBs) (e.g., Neo4j [1], OrientDB

[2], JanusGraph [3], TigerGraph [4], and NebulaGraph [5])

can efficiently store and retrieve graph data, and have played

a significant role in many applications [6]–[9] (e.g., social net-

works [6]). Gremlin [10], as a popular graph query language,

has been supported by about half of the GDBs (e.g., Neo4j,

OrientDB, JanusGraph, and HugeGraph [11]) in DB-Engines

Ranking for GDBs [12]. We refer to these GDBs that adopt

Gremlin as their query language as Gremlin-based GDBs.

Gremlin-based GDBs support various optimization

strategies to accelerate graph queries. For example,

FilterRankingStrategy can reorder filtering operations

in Gremlin queries to query graph data more efficiently, and

CountStrategy can optimize counting operations by

limiting the number of incoming elements. GDB users

can configure their optimization strategies in their Gremlin

*CAS is the abbreviation of Chinese Academy of Sciences. ISCAS is the
abbreviation of Institute of Software Chinese Academy of Sciences.

1 g.withoutStrategies(LazyBarrierStrategy) //off
2 .withoutStrategies(HugeVertexStepStrategy)//off
3 .E().bothV().not(__.in(’acting’))
4 -- v:{1,2,3,4} �
5
6 g.withStrategies(LazyBarrierStrategy) //on
7 .withStrategies(HugeVertexStepStrategy)//on
8 .E().bothV().not(__.in(’acting’))
9 -- v:{1,3,4} �

Fig. 1. An optimization bug HugeGraph#2163 detected by our ap-
proach in HugeGraph [11]. When turning off the optimization strategies
LazyBarrierStrategy and HugeVertexStepStrategy in Huge-
Graph, this query wrongly retrieves all vertices in Fig. 2.
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Fig. 2. A labeled property graph. We label each vertex and edge in the graph
with unique IDs, e.g., v:1 represents a vertex with an ID 1.

queries. For example, in Fig. 1, we can execute the query of

Line 3 with LazyBarrierStrategy off (Line 1).

The complexity of these optimization strategies can pose

a major correctness challenge for Gremlin-based GDBs. Es-

pecially, incorrect optimizations in Gremlin-based GDBs can

introduce optimization bugs, which cause GDBs to return

incorrect query results (e.g., omitting a vertex in a graph

database) for a given Gremlin query. Such silent optimization

bugs are likely to go unnoticed by GDB developers.

Fig. 1 shows a real-world optimization bug Huge-

Graph#2163 that we detected in HugeGraph [11]. In this

test case, we execute a Gremlin query of Line 3 (Line

8) with two different optimization configurations to retrieve

the graph data shown in Fig. 2. Specifically, this Gremlin

query first gets all edges (i.e., E()), then retrieves both

incoming and outgoing vertices of each edge (i.e., bothV ()),
and finally removes the incoming vertices of the edges with
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label acting (i.e., not( .in(′acting′))). We execute this

query in HugeGraph with two different optimization configura-

tions, one with both the strategies LazyBarrierStrategy
and HugeVertexStepStrategy off (Line 1-2), and the

other with both the strategies LazyBarrierStrategy and

HugeVertexStepStrategy on (Line 6-7). The correct

result of this query should be v:{1, 3, 4} (Line 9). However,

HugeGraph returns an incorrect result v:{1, 2, 3, 4} (Line

4) with the first optimization configuration (Line 1-2). Huge-

Graph developers explained that they forgot to remove the

dirty edges of the vertices in the cache. HugeGraph developers

have confirmed it as a previously-unknown bug and fixed it.

Recently, several approaches [13]–[16] have been proposed

to find logic bugs in GDBs. Most of these approaches (e.g.,

Grand [13], GDsmith [16], and RD2 [15]) utilize differential

testing to find logic bugs in multiple GDBs. However, they

can miss logic bugs when all target GDBs return incorrect

query results. Many testing approaches [17]–[26] (e.g., TLP

[20], NoREC [21], and DQE [25]) have been proposed to test

relational database systems. Among these approaches, NoREC

[21] can detect optimization bugs in relational database sys-

tems by rewriting an optimized SQL query into a non-

optimizing SQL query. However, a Gremlin query cannot be

rewritten into a non-optimizing Gremlin query by using the

idea in NoREC because the procedural Gremlin queries in

Gremlin-based GDBs adopt different query patterns from that

of the declarative SQL queries in relational database systems.

Thus, we still lack an effective approach to find optimization

bugs in GDBs.

In this paper, we propose Differential Optimization Testing
(DOT ), an automated approach to detect optimization bugs

in Gremlin-based GDBs. We first randomly generate a graph

database gdb. Based on the generated graph database gdb,
we further randomly generate valid Gremlin queries. Then,

for a generated Gremlin query Q, we generate candidate

optimization configurations (an optimization configuration is

a sequence of on and off states for optimization strategies

supported by the target GDB), and execute Q on the graph

database gdb with two different optimization configurations.

Any inconsistency of their query results reveals an optimiza-

tion bug in the target GDB.

To effectively detect and diagnose optimization bugs via

DOT , we need to solve the following two technical chal-

lenges. First, randomly generated graph databases and Gremlin

queries can potentially trigger the same optimization strategies,

thus wasting testing efforts. To address this challenge, we

propose an optimization-guided approach to filter out Gremlin

queries that trigger the same optimization strategies, thus

exploring more unique optimization strategies and further

detecting more optimization bugs. Second, an optimization

configuration usually contains optimization strategies that are

not related to an optimization bug. It is time-consuming and

error-prone to manually locate optimization strategies that

cause an optimization bug. To solve this challenge, we provide

an automated approach to locate faulty optimization strategies.

To the best of our knowledge, DOT is the first approach

to detect optimization bugs in GDBs. We evaluate DOT
on six widely-used Gremlin-based GDBs, i.e., Neo4j [1],

OrientDB [2], JanusGraph [3], HugeGraph [11], TinkerGraph

[27], and ArcadeDB [28]. At the time of writing this paper,

we have found 28 unique optimization bugs in these six target

GDBs. Among these 28 optimization bugs, 16 bugs have been

verified as previously-unknown bugs, 5 out of which have

been fixed by GDB developers. Our experimental results also

show that our optimization-guided approach can detect 1.9x

more bugs and 1.1x more unique bugs using 2.2x fewer test

cases than the random approach, and our automated locating

approach can accurately locate faulty optimization strategies.

Furthermore, we compare DOT with the existing approaches,

i.e., differential testing (i.e., Grand [13]) and query partitioning

(i.e., GDBMeter [14]). For the 28 optimization bugs that DOT
detected, 19 bugs are out of the scope of these approaches’

detection capability, and cannot be detected by them. We have

made DOT available at https://github.com/tcse-iscas/DOT.

To sum up, this paper makes the following contributions.

• We propose DOT for finding optimization bugs in

Gremlin-based GDBs by identifying inconsistencies

among different optimization configurations.

• To improve the efficiency of DOT , we propose an

optimization-guided approach to explore more optimiza-

tion strategies and graph database features.

• We evaluate DOT on six widely-used Gremlin-based

GDBs. In total, we have detected 28 unique optimization

bugs in them, 16 of which have been confirmed as new

bugs.

II. PRELIMINARIES

A. Graph Model and Gremlin Query Language

1) Graph Model: Most GDBs (e.g., Neo4j [1] and Ori-

entDB [2]) are built on the labeled property graph model
[29] to store and retrieve graph data. A labeled property

graph model consists of vertices, their associated edges, and

properties. Vertices and edges can be divided into different

vertex and edge groups by their labels. Properties are used to

describe attributes of different groups of vertices or edges. For

example, in Fig. 2, this labeled property graph consists of four

vertices (i.e., v:1, v:2, v:3, and v:4) and three edges (i.e., e:1,

e:2, and e:3). These four vertices are divided into three groups,

i.e., v:1 with label director, v:2 with label movie, and v:3 and

v:4 with label actor, and have different properties, e.g., v:1

has a property name, while v:2 has a property title. These

three edges are divided into two groups, i.e., e:1 with label

directing, and e:2 and e:3 with label acting.

2) Gremlin Query Language: GDBs can create, modify,

and retrieve graph data in labeled property graphs utilizing

graph query languages, e.g., Gremlin [10], [30] developed

by Apache TinkerPop [31], Cypher [32] developed by Neo4j

[33], GSQL [34] in TigerGraph [35], and nGQL [36] in

NebulaGraph [5], [37]. According to the DB-Engines Ranking

[12], Gremlin, which is supported by about half of GDBs, has

been one of the most popular graph query languages.
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Fig. 3. Approach overview.

Different from declarative query languages (e.g., SQL in

relational database systems), Gremlin is a procedural query

language and allows developers to traverse labeled property

graphs by linking a sequence of graph traversals (i.e., Gremlin

APIs) after a Gremlin traversal source g. These Gremlin API

calls can return vertices, edges, or properties, and some of

them can act as nested sub-queries within other Gremlin APIs.

For example, the Gremlin query in Fig. 1 consists of four

Gremlin query APIs, i.e., E(), bothV (), not(), and in(). Here,

in() retrieves incoming vertices according to the given edge

labels (e.g., acting), and acts as a nested sub-query in not().
Gremlin also supports a series of update APIs, e.g., adding

vertices (edges) by addV () (addE()) in a graph database,

and dropping vertices (edges) by V ().drop() (E().drop()).
We mainly test Gremlin query APIs in this paper.

B. Optimizations in Gremlin-Based GDBs

Gremlin-based GDBs utilize Gremlin Traversal Machine
(GTM) [30] to process Gremlin queries. To efficiently execute

a Gremlin query, GTM adopts various optimization strategies

provided by Apache TinkerPop [31], and GDB-specific opti-

mization strategies provided by each Gremlin-based GDB to

determine the most optimal traversal execution steps according

to the costs of querying graph data [38]. These optimization

strategies applied to Gremlin-based GDBs should not change

the execution semantics of Gremlin queries.

We obtain these optimization strategies provided by Apache

TinkerPop and Gremlin-based GDBs from their source codes

in GitHub. As far as we know, Apache TinkerPop supports 15

optimization strategies, which can be enabled in all Gremlin-

based GDBs. Besides, Gremlin-based GDBs support their own

strategies to adapt to GDB-specific optimizations. Specifically,

JanusGraph provides 11 strategies. OrientDB and HugeGraph

provide 3 strategies, respectively. TinkerGraph and ArcadeDB

provide 2 strategies, respectively. Neo4j only provides one

strategy. Note that we generate an optimization configuration

including both the common optimization strategies and the

GDB-specific optimization strategies for a GDB. For example,

in TinkerGraph, we consider 17 optimization strategies in total.

GDB users can configure optimization strategies for their

Gremlin queries. Specifically, we can turn on or off an

optimization strategy by adding a withStrategies() or a

wihtoutStrategies() configuration after the Gremlin traversal

source g. For example, for the Gremlin query (Line 6-8) in

Fig. 1, we turn on both strategies LazyBarrierStrategy
and HugeVertexStepStrategy by adding a configura-

tion withStrategies(LazyBarrierStrategy) and a configu-

ration withStrategies(HugeV ertexStepStrategy) after g.

After that, GTM can execute Gremlin queries with these con-

figured optimization strategies. Note that relational database

systems adopt different optimization mechanisms [39]–[42],

which cannot be easily configured by users.

III. APPROACH

In this paper, we propose Differential Optimization Testing
(DOT ), an effective and automated approach to reveal op-

timization bugs in Gremlin-based GDBs. Fig. 3 shows an

overview of DOT . Specifically, we first randomly generate a

graph database gdb (e.g., the graph database shown in Fig. 2)

at 1©. Then, we randomly generate a Gremlin query Q (e.g.,

the Gremlin query of Line 3 in Fig. 1) at 2© and execute

Q with an optimization configuration optConf on the target

GDB to retrieve its query result RSQ (e.g., v:{1,3,4}).

After that, we generate candidate optimization configura-

tions (e.g., optConf1, ..., optConfm) by enumerating the used

optimization strategies of Gremlin query Q via combinatorial

testing at 3©. Given a generated optimization configuration

(e.g., optConf1), we execute Gremlin query Q with it on

graph database gdb, and retrieve Q’s query result RS′
Q (e.g.,

v:{1,2,3,4}). At 4©, we compare the query result RSQ with

RS′
Q, and verify whether they are the same. If these two query

results are inconsistent, an optimization bug is revealed. We

then automatically locate the faulty optimization strategies that

trigger this optimization bug at 5©. Note that in an optimization

configuration, the black (gray) box with a number i means that

the i-th optimization strategy (opt for short in Fig. 3) of the

target GDB is used (not used) when executing query Q.

We design an optimization approach to guide DOT to

efficiently expose optimization bugs. Specially, if a generated

Gremlin query Q triggers the same optimization strategies as

some previous Gremlin queries, we re-execute 2© to generate

a new Gremlin query, aiming to explore new optimization

strategies. Furthermore, if no unique optimization strategy is

triggered on a generated graph database gdb for a period of
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time, we re-execute 1© to generate a new graph database,

assuming that this new generated graph database will subse-

quently lead to trigger new graph database features and unique

optimization strategies, thus detecting new optimization bugs.

A. Generating Graph Databases and Gremlin Queries

Our graph database and Gremlin query generation are

developed based on Grand [13]. Here, we only briefly explain

how we generate them for completeness.

1) Generating Graph Databases: To generate a graph

database, we first randomly generate its graph schema, i.e.,

vertex and edge types. Each vertex type consists of a vertex

label name and a set of properties. Each edge type consists

of an edge label name, an incoming vertex type, an outgoing

vertex type and a set of properties. Each property type contains

a property name and a data type.

We then randomly generate a number of detailed vertices

and edges based on the generated graph schema. To generate

a vertex, we randomly select a vertex type, and randomly

generate its property values with the given data types, and

then insert it into a graph database by executing Gremlin’s

update statement g.addV (label).property(name, value). To

generate an edge, we randomly select an edge type, two

generated vertices according to its incoming and outgo-

ing vertex types, and randomly generate its property val-

ues with the given data types. Then we insert the gen-

erated edge instance into a graph database by executing

g.addE(label).from(v1).to(v2).property(name, value).
We further randomly create some graph indexes for the

properties of vertices and edges in the generated graph

database. Specifically, for a randomly chosen property prop,

we create graph indexes for property prop using the specific

syntaxes and index mechanisms of the target GDB.

2) Generating Gremlin Queries: We generate Gremlin

queries guided by the Gremlin traversal model proposed in

[13]. This traversal model defines graph traversal (i.e., Gremlin

API) types and GDB users can link graph traversals correctly

according to their output types. Given a maximum length

maxL of graph traversals, we first randomly select a traversal

type and then randomly select the detailed graph traversal

based on the traversal model, until the length maxL is reached

or a graph traversal that returns property values is selected. To

generate query parameters, we select label and property names

from the generated graph database, and select property values

from the generated graph database or a random function.

Note that the generated database size and the maximum

query length maxL are configurable. In our experiment, we

generate a graph database with 100 vertices and 200 edges, and

set maxL to 10, which we determine to work well empirically.

B. Generating Optimization Configurations

A target GDB includes a sequence of optimization strategies

opt =< o1, o2, ..., on >, in which oi represents the i-th
optimization strategy and n is the number of the optimiza-

tion strategies supported by the target GDB. Note that each

optimization strategy has two states, i.e., on and off. Thus,

for each optimization strategy in opt, we can turn it on or

off to generate an optimization configuration optConf =<
s1, s2, ..., sn >, in which si represents the state of oi. We set

si to 1 (0) to turn oi on (off).

We suffer from the following two issues when generating

optimization configurations. First, testing a Gremlin query

with all combinations of optimization strategies would lead

to a huge testing space. Although the number of optimization

strategies in a target GDB is typically not large, e.g., 17

in TinkerGraph, we still need to generate 217 optimization

configurations to test all optimization strategies in Tinker-

Graph. Second, a completely random generation of optimiza-

tion configurations can cause many useless configurations

because different optimization strategies might be correlated

with certain characteristics of the given Gremlin queries. These

two issues can significantly affect the effectiveness of DOT .

To address the above two issues, we first analyze the

correlations between a given query Q and certain optimization

strategies in the target GDB. Our intuition is that an opti-

mization strategy is worthy testing only if it is turned on and

actually used in the execution of a query Q (used optimization

strategies for short). Then, we utilize combinatorial testing

[43] to enumerate the used optimization strategies of query

Q and further generate candidate optimization configurations.

Note that in our experiment, most optimization bugs can be

triggered by only one optimization strategy. Therefore, we can

adequately test optimization strategies using 2-wise combi-

natorial testing, i.e., for each pair of optimization strategies

triggered by Q, we test all possible combinations of them.

Specifically, we first obtain the used optimization strategies

by retrieving query Q’s traversal explanation (see more in

Section IV). Then, we generate pairwise combinations of the

used optimization strategy by using the following algorithm

[44]. (1) We generate all combinations for the used opti-

mization strategies of query Q through Cartesian product,

and store them in a candidate set candidateSet. (2) For

each combination in candidateSet, we check whether all

pairs of optimization strategies appear in other combinations

of candidateSet. If yes, we discard it and continue the

process. Following the above steps, we can obtain the pairwise

combinations for query Q’s used optimization strategies in

candidateSet.
For example, to generate candidate optimization configura-

tions for a Gremlin query Q in Fig. 3, we first obtain its used

optimization strategies, e.g., o1, o3, and o4. We then compute

pairwise combinations of these optimization strategies, i.e.,

< 1, 1, 1 >, < 1, 0, 0 >, < 0, 1, 0 >, and < 0, 0, 1 >.

Here, 1 (0) represents turning on (off) a strategy. Thus, the

combination < 1, 0, 0 > represents turning on a strategy o1.

After that, we can generate candidate optimization con-

figurations with combinations in candidateSet. Specifically,

given a combination optCom in candidateSet, for each used

optimization strategy of query Q, we set its state to its cor-

responding value in optCom. For those unused optimization

strategies of query Q, we set their states to 0. Thus, we can

generate an optimization configuration with the combination
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Fig. 4. Locate faulty optimization strategies in Fig. 3.

optCom, e.g., optConf1 =< 1, 0, 0, 0, 0, ..., 0 > in Fig. 3.

For a strategy oi in a generated optimization configuration, we

append a withStrategies(oi) (withoutStrategies(oi)) after

the Gremlin traversal source g when its state value si is 1 (0).

To perform differential testing for a given Gremlin query Q,

we need to choose two different optimization configurations

each time. In our implementation, we choose the optimization

configuration that turning on all used optimization strategies as

the original configuration optConf in Fig. 3, and choose the

other optimization configuration optConfi (e.g., optConf1)

from the generated candidate optimization configurations. We

then execute query Q with optConf and optConfi to retrieve

its query result RSQ and RS′
Q, respectively, and compare

RS′
Q with RSQ in Section III-C.

C. Comparing Query Results

For a Gremlin query Q, we compare its query result

RSQ under the optimization configuration optConf with the

query result RS′
Q under a generated optimization configuration

optConfi. Specifically, if both RSQ and RS′
Q contain excep-

tion messages, we compare their reduced error messages (e.g.,

a substring of exception stack trace). If they belong to different

error types, we consider that an optimization bug is detected.

If one of RSQ or RS′
Q contains an exception message, we

also report it as an optimization bug. If none of RSQ and RS′
Q

contain exception messages, we first sort elements in them and

then compare their elements one by one. Any inconsistency

reveals an optimization bug. For example, in Fig. 3, we can

report an optimization bug because the elements in RSQ (i.e.,

v:{1,3,4}) are different from those in RS′
Q (i.e., v:{1,2,3,4}).

D. Locating Faulty Optimization Strategies

For each reported optimization bug, we locate the optimiza-

tion strategies that trigger it. Algorithm 1 illustrates how we

locate faulty optimization strategies for a given Gremlin query

Q. Given the original optimization configuration optConf
and a new generated optimization configuration optConfi
that triggers an optimization bug, we first obtain a sequence

of optimization strategies diff with different states between

optConf and optConfi (Line 1), e.g., diff =< o3, o4 > in

Fig. 4. After that, we iteratively enumerate optimization strate-

gies in diff , generate new configurations by changing the

states of the enumerated optimization strategies in optConf ,

and verify whether we can retrieve the same query result RS′
Q

as RSQ (Line 2-9). If not, we locate the minimum change of

optConf , and then stop this process (Line 5-7).

Algorithm 1: Locate Faulty Optimization Strategies

Input: Q (A Gremlin query);
optConf (The original optimization configuration);
optConfi (A new generated optimization configuration that
triggers an optimization bug);
RSQ (The query result of executing Q with optConf )
Output: faultOpts (Faulty optimization strategies)

1 diff ← getDifferentOpts(optConf, optConfi)
2 for t← 1; t ≤ diff.size; t++ do
3 foreach opts ∈ enumDiff(diff, t) do
4 RS′

Q ← applyDiff(Q, opts)
5 if RSQ �= RS′

Q then
6 return opts
7 end
8 end

Specifically, as shown in Fig. 4 (b-d), we first iteratively

enumerate one optimization strategy in diff (e.g., < o3 >
and < o4 >), and apply its state on optConf . If we retrieve

a different query result from RSQ in an iteration, we locate

the faulty optimization strategy and stop the process. If not,

we continue to enumerate two optimization strategies in diff
(e.g., < o3, o4 >) and generate a new configuration by apply-

ing these two states of optimization strategies on optConf . If

we retrieve a different query result with the new configuration,

we locate the faulty optimization strategies, e.g., < o3, o4 > in

Fig. 4, and stop the process. If not, we continue to enumerate

three and more optimization strategies until we find the faulty

optimization strategies.

E. Optimizing Differential Testing

We optimize our differential testing by focusing on ex-

ploring new optimization strategies and new graph database

features, thus exposing more optimization bugs.

1) Exploring New Optimization Strategies: In a generated

graph database gdb, if a Gremlin query can trigger the same

optimization strategies as some previously tested Gremlin

queries, they are more likely to trigger the same optimization

bugs. Therefore, we need to filter it out and generate a new

Gremlin query to explore more unique optimization strategies.

Specifically, for a Gremlin query Q, we first obtain its used

optimization strategies usedOpts. Then, we check whether

the combination of these strategies in usedOpts exists in the

optimization set optSet. If yes, we think a similar Gremlin

query has been tested, then discard query Q and generate a

new one. Otherwise, we insert the combination of strategies

in usedOpts into the optimization set optSet and generate

candidate configurations for Q and test them.
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1 g.addV(’vL’).property(’vp’, 11) // v1
2 g.addV(’vL’).property(’vp’, 21) // v2
3 g.addV(’vL’).property(’vp’, 31) // v3
4 g.addE(’eL’).from(v1).to(v2) // e1
5 g.addE(’eL’).from(v2).to(v3) // e2
6 g.addE(’eL’).from(v1).to(v3) // e3
7
8 g.withStrategies(LazyBarrierStrategy) // on
9 .V().in().has(’vp’, gt(10)) // -- v:{1,1,3}

10 .range(0,2) -- v:{1,1}
11
12 g.withoutStrategies(LazyBarrierStrategy) // off
13 .V().in().has(’vp’, gt(10)) // -- v:{1,3,1}
14 .range(0,2) -- v:{1,3}

Fig. 5. A corner case TinkerGraph#2933.

2) Exploring New Graph Databases: For a generated graph

database gdb, if no unique optimization strategy is triggered

for a period of time, then we can hardly detect new optimiza-

tion bugs in gdb as it has been adequately tested. Therefore,

we need to generate a new graph database, aiming to trigger

new graph database features (e.g., new data type).

Specifically, for a Gremlin query Q, we first retrieve its

used optimization strategies usedOpts and then insert each of

them into a unique set uniqueSet, in which we store unique

optimization strategies. Given a used optimization strategy

of query Q, we check whether it exists in uniqueSet, and

insert it if not. If no new optimization strategy is inserted into

uniqueSet for a fixed number of queries, we consider that

this graph database has been tested stressfully and invoke 1©
to generate a new graph database. Otherwise, we continue to

test the target GDB using the same graph database gdb.
Note that this fixed query number is configurable. A higher

query number means that we test a GDB using more Gremlin

queries on a single graph database, while a lower query

number indicates that we test a GDB using more graph

databases. In our experiment, we set it to 1, 000.

F. Corner Cases

Theoretically, our approach can test all optimization strate-

gies supported by target GDBs because optimization strategies

should not change the query results of Gremlin queries.

However, there are two corner cases that we cannot test.

LazyBarrierStrategy in Apache TinkerPop is de-

signed to optimize aggregated operations, e.g., order() and

count(). However, we find that this strategy sometimes can

change the output order of graph data. As a result, Gremlin

queries containing range operations, e.g., range(), may return

different query results with LazyBarrierStrategy on

and off. In Fig. 5, we create three vertices and three edges

(Line 1-6), and query incoming vertices whose value of vp
is greater than 10 (Line 9, 13). We obtain a query result

v:{1, 1, 3} with LazyBarrierStrategy on (Line 9), and

a query result v:{1, 3, 1} with LazyBarrierStrategy off

(Line 13). Therefore, when we output the first two elements

of these two query results using range(0, 2), we retrieve two

different results, i.e., v:{1, 1} (Line 10) and v:{1, 3} (Line 14).

1 g.addV().property(’vp1’, 11) // v1
2 g.addV().property(’vp2’, ’hello’) // v2
3
4 g.withoutStrategies(ProductiveByStrategy) //off
5 .V().order().by(’vp1’) -- v:{1}
6
7 g.withStrategies(ProductiveByStrategy) //on
8 .V().order().by(’vp1’) -- v:{1,2}

Fig. 6. A corner case TinkerGraph#2900.

g.V().out ().count().explain() 
// Strategy          [Category]        [Traversal Steps]

…

PathRetractionStrategy              [O]   [GraphStep(vertex, []), VertexStep(OUT, vertex), CountGlobalStep]

CountStrategy [O]   [GraphStep(vertex, []), VertexStep(OUT, vertex), CountGlobalStep]

AdjacentToIncidentStrategy [O]   [GraphStep(vertex, []), VertexStep(OUT, edge),   CountGlobalStep]

EarlyLimitStrategy [O]   [GraphStep(vertex, []), VertexStep(OUT, edge),   CountGlobalStep]

…

Fig. 7. Partial traversal explanation of a Gremlin query in TinkerGraph.

ProductiveByStrategy in Apache TinkerPop is de-

signed to optimize order().by(prop) that sorts vertices or

edges by the given property name prop. This strategy

forces a Null value to be returned when the property

prop is absent. Therefore, it affects the query results when

there are some vertices or edges without prop. For ex-

ample, in Fig. 6, we sort vertices by property vp1 with

ProductiveByStrategy off (Line 4) and on (Line 7).

However, we obtain two different query results v:{1} and

v:{1,2}, because a Null value is automatically generated for

vp1 of v:2 with ProductiveByStrategy on.

IV. IMPLEMENTATIONS

We implement DOT on Grand [13]. In detail, we imple-

ment our method in around 900 lines of Java code, and adapt

GDB-specific features in additional 300 lines of Java code,

e.g., creating indexes.

Retrieving the used optimization strategies. For a given

Gremlin query Q, we can obtain its used optimization strate-

gies from Q’s traversal explanation, which records the ac-

tual traversal steps performed by Q under each optimization

strategy in a GDB. We fetch Q’s traversal explanation by

appending explain() after it. As shown in Fig. 7, each line of

the traversal explanation consists of three parts, i.e., strategy,

category (e.g., optimization strategy [O] and GDB-specific

optimization strategy [P ]), and traversal steps.

Note that the traversal steps of a used optimization strat-

egy are different from that of its previous optimization

strategy. Therefore, we can obtain the used optimization

strategies by iteratively comparing the traversal steps of

neighboring strategies in query Q’s traversal explanation. In

Fig. 7, AdjacentToIncidentStrategy has a traversal

step VertexStep(OUT,edge), which is different from

the traversal step VertexStep(OUT,vertex) of its pre-

vious strategy CountStrategy. Thus, in this traversal

explanation, a used optimization strategy of query Q is

AdjacentToIncidentStrategy.
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TABLE I
TARGET GDBS AND OPTIMIZATION BUGS DETECTED BY DOT

Detected Optimization BugsGDB Ranking GitHub
Stars Detected Fixed Verified Duplicate False Positives Unconfirmed

Neo4j 1 11.4k 2 0 0 2 0 0
OrientDB 5 4.6k 2 0 1 0 1 0
JanusGraph 7 4.8k 5 0 2 0 0 3
HugeGraph 24 2.3k 15 3 7 0 1 4
TinkerGraph 25 1.8k 3 2 0 1 0 0
ArcadeDB 28 309 1 0 1 0 0 0
Total - - 28 5 11 3 2 7

V. EVALUATION

To demonstrate the effectiveness of DOT , we evaluate

DOT on six popular Gremlin-based GDBs, and try to answer

the following three research questions:

• RQ1: How effective is DOT in detecting optimization

bugs in real-world Gremlin-based GDBs?

• RQ2: Can DOT find optimization bugs more efficiently

with our optimization-guided testing approach?

• RQ3: How does DOT perform compared with existing

state-of-the-art approaches?

A. Experimental Setup

1) Target GDBs: We evaluate DOT on six widely-used

Gremlin-based GDBs, i.e., Neo4j [1], OrientDB [2], Janus-

Graph [3], HugeGraph [11], TinkerGraph [27], and ArcadeDB

[28]. The second and third columns in Table I show their

DB-Engines Ranking for GDBs [12] and GitHub stars. We

can see that these GDBs are all important and popular GDBs.

Specifically, JanusGraph, HugeGraph, and TinkerGraph sup-

port graph model and can utilize Gremlin natively. Ori-

entDB and ArcadeDB support multiple data models, including

graph model, document, and key-value stores, etc, and imple-

ment their own TinkerPop [31] interfaces. We access graph

databases in Neo4j through the Neo4j-Gremlin plugin [45],

which is developed by Apache TinkerPop. In summary, the

six target GDBs used in our experiment cover different kinds

of GDBs and are representative.

We test the latest release versions of these target GDBs

when we start this work, i.e., Neo4j-Gremlin 3.6.2 (with Neo4j

3.4.11), OrientDB 3.2.16, JanusGraph 0.6.3, HugeGraph 1.0.0,

TinkerGraph 3.6.2, and ArcadeDB 23.2.1. Note that Neo4j

3.4.11 is not the latest version of Neo4j, but is the version

used in the latest Neo4j-Gremlin plugin.

2) Experimental Infrastructure: We conduct all experi-

ments on a machine with an Intel(R) Core(TM) i9-9900

processor, which has 16 physical and 32 logical cores clocked

at 3.10GHz. Our test machine uses a 64-bit CentOS Linux

release 7.7.1908 system with 8 GB RAM.

B. Detected Bugs

1) Testing Methodology: We run DOT on the six target

GDBs. In each testing round, we run DOT to test a target

GDB (e.g., TinkerGraph) within a time budget (e.g., five min-

utes in our experiment), and then manually analyze, reproduce,

and filter out duplicate optimization bugs for the optimization

bugs reported by DOT . After that, we continue to test this

target GDB aiming to find more optimization bugs. We have

tested each target GDB in 10 testing rounds in our experiment.

Specially, for a reported optimization bug, we manually

reduce the Gremlin query and the graph database to a smaller

one. Then, to distinguish unique bugs, we check whether the

query patterns of the reduced Gremlin query are similar or

exception messages are similar to the previously found bugs.

If yes, we filter it out. Otherwise, we consider it as unique.

Note that for the strategies LazyBarrierStrategy and

ProductiveByStrategy that affect the results of Gremlin

queries, we do not test them in subsequent testing. However,

for the strategies that trigger a true bug, we continue to test

them because they may trigger different optimization bugs.

2) Bug Overview: In our experiment, DOT reports 18,481

bug reports in the six target GDBs. It is time-consuming to

investigate all these bug reports. Therefore, we take a stratified

random sample approach to sample a subset of representative

bug reports for each faulty optimization strategy to identify

unique optimization bugs. In each testing round, we first

locate the faulty optimization strategies for each bug report

by using the approach in Section III-D, and then randomly

sample 50 bug reports for each located faulty optimization

strategy combination in each GDB. If a located optimization

strategy combination contains less than 50 bug reports, we

keep all of them. We finally sample 2,549 bug reports for

further investigation in 10 testing rounds. We investigate these

bug reports and remove duplicate ones from these 2,549 bug

reports. Finally, we obtain 28 unique optimization bugs in

the six target GDBs, and submit them to their corresponding

communities and wait for feedbacks from GDB developers.

Table I shows the overall bug statistics for the 28 unique

optimization bugs. Out of the 28 optimization bugs, 16 bugs

have been confirmed as new bugs, 5 of which have been

fixed by GDB developers. For the remaining bugs, 3 bugs

are considered duplicates to existing bug reports, 2 bugs are

considered as false positives by GDB developers, and 7 bugs

have not received any feedbacks from GDB developers yet.

False positives. Two bugs are considered as not bugs

by GDB developers. In OrientDB#9885, OrientDB forgets

to throw an exception when sorting vertices and edges for

a non-existent property. OrientDB developers explained that

OrientDB allows to access a non-existent property and just

31



2

1

1

2

3

1

1

6

3

2

2 3 1

HugeGraph+Vertex+Count

HugeVertex+LazyBarrier

HugeVertexStepStrategy

HugeGraphStepStrategy

JanusGraphStepStrategy

FilterRankingStrategy

CountStrategy

Neo4j

OrientDB

JanusGraph

HugeGraph

TinkerGraph

ArcadeDB

Fig. 8. The statistics of faulty optimization strategies.

returns a Null value. However, OrientDB actually sometimes

throws an exception, but sometimes returns a Null value.

Therefore, we still believe that OrientDB incorrectly handles

order() operation. In HugeGraph#1966, HugeGraph returns

an incorrect result when querying vertices or edges by filtering

properties using not(eq()). HugeGraph developers explained

that HugeGraph now does not support not(eq()) with a graph

index and they plan to support it in the future.

RQ1: DOT is effective in finding optimization bugs. We
have detected 28 unique optimization bugs, 16 of which
are previously-unknown bugs.

3) Optimization Bug Analysis: For each optimization bug,

we locate its faulty optimization strategies. We further analyze

the 28 optimization bugs, and obtain the statistics about their

faulty optimization strategies.

The involved faulty optimization strategies. As shown

in Fig. 8, the majority of (26 out of 28) optimization bugs

are triggered by only one optimization strategy. That is,

most optimization strategies are independent. Specifically,

among these 26 bugs, 15 bugs are triggered by the common

optimization strategies provided by Apache TinkerPop, e.g.,

CountStrategy and FilterRankingStrategy. The

remaining 11 bugs are triggered by the GDB-specific opti-

mization strategies provided by target GDBs, 9 bugs of which

occur in HugeGraph and the other 2 bugs in JanusGraph.

The remaining two bugs are triggered by more than

one optimization strategies. One bug (Fig. 1) is trig-

gered by turning off HugeVertexStepStrategy and

LazyBarrierStrategy (HugeVertex+LazyBarrier
for short). In this bug, HugeVertexStepStrategy and

LazyBarrierStrategy affect each other, and cause

HugeGraph to return an incorrect query result. Another bug is

triggered by turning off three optimization strategies provided

by HugeGraph (HugeGraph+Vertex+Count for short).

The states of faulty optimization strategies. As shown

in Fig. 9, we count the states (on or off) of faulty opti-

mization strategies. Surprisingly, more than half (16) of these

28 unique bugs are triggered by turning off optimization

strategies. Among these 16 bugs, besides three bugs triggered

by the common strategy FilterRankingStrategy, 13

bugs are caused by incorrect GDB-specific optimizations.

2 1

1

3

2

2

13

3 1on

off

Neo4j OrientDB JanusGraph

HugeGraph TinkerGraph ArcadeDB

Fig. 9. The states of faulty optimization strategies.

TABLE II
COMPARISON BETWEEN DOT AND DOT rand

All bugs Unique bugs Test queriesGDB
DOT DOT rand DOT DOT rand DOT DOT rand

Neo4j 272 119 2 2 1,248 4,000
OrientDB 398 180 2 2 1,608 4,317
JanusGraph 327 173 5 5 1,444 2,797
HugeGraph 215 238 11 8 598 1,000
TinkerGraph 439 134 3 3 2,012 4,208
ArcadeDB 191 125 1 1 1,927 3,140
Total 1,842 969 24 21 8,837 19,462

For example, in Fig. 13, when we turn off the strategy

HugeVertexStepStrategy, HugeGraph omits vertices in

the graph database and returns an incorrect result. These bugs

indicate that GDB developers have performed adequate testing

when turning on these optimization strategies, but they neglect

to test GDBs when these optimization strategies are turned off.

The remaining 12 optimization bugs are triggered by turning

on certain optimization strategies. For example, in Fig. 12,

CountStrategy computes a wrong result when the filter

condition in a predicate is abnormal.

Most optimization bugs are caused by independent opti-
mization strategies. Both turning on and off optimization
strategies can effectively expose optimization bugs.

C. Efficiency of Optimization-Guided Testing Approach

To evaluate the efficiency of our optimization-guided ap-

proach in DOT , we construct a variant of DOT , i.e.,

DOT rand, which removes the optimization approach from

DOT . We evaluate whether DOT can find optimization bugs

faster than DOT rand. To fairly compare them, for each gen-

erated graph database, we randomly generate a fixed number

(e.g., 1,000 in our experiment) of queries in DOT rand.

To this end, we run DOT and DOT rand to test each

target GDB within a time budget (e.g., five minutes in our

experiment). For all reported optimization bugs, we distinguish

unique bugs by checking whether the query patterns or excep-

tion messages are similar to the previously found bugs.

Table II shows the experimental comparison results between

DOT and DOT rand. Overall, DOT can find 1.9x more

bugs and 1.1x more unique bugs with 2.2x fewer test queries

than DOT rand. It is not surprising that DOT and DOT rand

can find all optimization bugs in most target GDBs except

HugeGraph because optimization bugs detected in these GDBs

do not require complex query patterns or complex graph

databases. However, in HugeGraph, some optimization bugs

require special query patterns (e.g., comparing a String value

using gte()) or special graph database features (e.g., graph
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Fig. 10. The number of unique optimization combinations within 5 minutes
(300 seconds in the x axis) running of DOT and DOT rand.

data contains a Double value Infinity). DOT can easily and

quickly expose these bugs because it can explore more unique

optimization strategies and more graph database features.

Further, we count the number of unique combinations of

optimization strategies within five minutes running of DOT
and DOT rand. As shown in Fig. 10, DOT can explore

1.3x more unique optimization combinations than DOT rand,

demonstrating the contribution of our optimization-guided

approach. These results further illustrate that optimization bugs

can be more efficiently detected by exploring more unique

optimization strategies.

RQ2: DOT can explore more unique optimization strate-
gies, thus exposing more optimization bugs than DOT rand.

D. Comparison with Existing Approaches

To the best of our knowledge, four existing approaches [13]–

[16] can detect logic bugs in GDBs. Specifically, three (i.e.,

Grand [13], GDsmith [16], and RD2 [15]) use differential test-

ing on multiple GDBs, and the remaining one (i.e., GDBMeter
[14]) uses query partitioning. Therefore, we compare DOT
with differential testing and query partitioning.

Comparison with differential testing. Grand applies dif-

ferential testing to detect logic bugs in GDBs. It generates the

same graph database and executes the same Gremlin queries

in multiple target GDBs to verify whether they can return the

same results. Any discrepancy reveals a logic bug. To compare

DOT with differential testing (e.g., Grand), for each test case

in the 28 optimization bug reports, we run it on our six target

GDBs and verify whether their query results are the same.

Any discrepancy will be considered as an optimization bug

detected by Grand. As a result, among the 28 optimization

bugs, Grand can detect 9 bugs. In summary, Grand cannot

detect the remaining 19 optimization bugs that DOT detected.

Comparison with query partitioning. GDBMeter applies

query partitioning [20] to test GDBs. Specifically, it partitions

a query into three disjoint queries in which a predicate is

evaluated to true, false and null, respectively. Since we

1 v1 = g.addV(’vL’); // v1
2 v2 = g.addV(’vL’); // v2
3
4 g.withStrategies(CountStrategy) // on
5 .V().where(__.in().count().is(eq(-3)));
6 -- {Not a legal range: [0, -2]} �
7
8 g.withoutStrategies(CountStrategy) // off
9 .V().where(__.in().count().is(eq(-3)));

10 -- {} �

Fig. 11. A test case that triggers bug TinkerGraph#2891.

cannot successfully run GDBMeter in practice and GDBMeter
only supports testing one Gremlin-based GDB (i.e., Janus-

Graph), we compare DOT with GDBMeter by applying query

partitioning to each test case in the 28 bug reports. Specifically,

we try to generate a has(key) or revise a has() operation

in the original query, and then generate a predicate p to

construct three disjoint sub-queries has(key, p), has(key,¬p)
and hasNot(key). We then check whether the union of the

query results computed by these three disjoint sub-queries is

the same as the result of the original query. If not, then we

consider that this bug can be detected by GDBMeter. As a

result, among the 28 optimization bugs, only 2 bugs can be

found by GDBMeter, which can also be detected by Grand.

RQ3: DOT can detect new optimization bugs that existing
approaches cannot find. Specifically, 19 out of 28 optimiza-
tion bugs cannot be detected by existing approaches.

E. Interesting Bugs

We have explained HugeGraph#2163 in Fig. 1. We further

explain more newly detected optimization bugs in detail.

TinkerGraph#2891. Fig. 11 shows an optimization bug

detected in TinkerGraph. The graph database consists of two

vertices, i.e., v:1 and v:2 (Line 1-2). We retrieve vertices

whose incoming vertex number is equal to a negative value

-3 with CountStrategy on (Line 4-5). We expect Tinker-

Graph to return an empty set since the number of incoming

vertex should be greater than or equal to zero. However, an un-

expected exception is thrown (Line 6). We can get the correct

result with CountStrategy off (Line 8-10). TinkerGraph

developers explained that CountStrategy cannot correctly

compare negative values with counted number and fixed it.

TinkerGraph#2893. Fig. 12 shows an optimization bug in

TinkerGraph. The graph database consists of two vertices,

i.e., v:1 and v:2, and one edge e:1 (Line 1-3). We first get

all vertices, and then retrieve vertices whose outgoing vertex

number is less than 1 or greater than 0. TinkerGraph returns

an incorrect result v:{2} with CountStrategy on (Line

5-7). However, we can retrieve the correct result v:{1, 2}
when we turn off the strategy CountStrategy (Line 9-11).

TinkerGraph developers explained that the boundary values

need to be better checked in CountStrategy and fixed it.

HugeGraph#2121. Fig. 13 shows an optimization bug

detected in HugeGraph. In this test case, the graph database
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1 v1 = g.addV(’vL’); // v1
2 v2 = g.addV(’vL’); // v2
3 e1 = g.addE(’eL’).from(v1).to(v2) // e1
4
5 g.withStrategies(CountStrategy) // on
6 .V().where(__.out().count().is(outside(1,0)))
7 -- v:{2} �
8
9 g.withoutStrategies(CountStrategy) // off

10 .V().where(__.out().count().is(outside(1,0)))
11 -- v:{1,2} �

Fig. 12. A test case that triggers bug TinkerGraph#2893.

1 v1=g.addV(’vL’); // v1
2 v2=g.addV(’vL’); // v2
3 v3=g.addV(’vL’); // v3
4 e1=g.V(v2).addE(’eL1’).to(v1).property(’p’, 3);
5 e2=g.V(v3).addE(’eL2’).to(v1).property(’p’, 2);
6
7 g.withoutStrategies(HugeVertexStepStrategy)//off
8 .E().inV().inE(’eL2’);
9 -- {} �

10
11 g.withStrategies(HugeVertexStepStrategy) // on
12 .E().inV().inE(’eL2’)
13 -- e:{2,2} �

Fig. 13. A test case that triggers bug HugeGraph#2121.

consists of three vertices (i.e., v:1, v:2, and v:3) and

two edges (i.e., e:1 and e:2) (Line 1-5). We first re-

trieve incoming vertices of all edges (i.e., E().inV ())
and then retrieve these vertices’ incoming edges with an

edge label eL2 (i.e., inE(′eL2′)) (Line 8). We obtain

an incorrect result, i.e., an empty set, when we turn

off the strategy HugeVertexStepStrategy (Line 7-

9). However, we can obtain a correct result e:{2, 2} with

HugeVertexStepStrategy on (Line 11-13). HugeGraph

developers have confirmed it and try to fix it.

VI. DISCUSSION

Threats to validity. First, we evaluate DOT on six target

GDBs. These GDBs are all well maintained and rank on the

top of GDB popularity. Thus, we believe our target GDBs

are representative. Second, manually filtering out duplicate

optimization bugs may introduce human errors and omit

real optimization bugs. To mitigate this threat, three authors

carefully study the sampled bug reports and reach a consensus

for them. Third, we may introduce threats when comparing

DOT with existing approaches. To mitigate this threat, we

run the available tool and make a careful manual analysis for

them in order to compare them as fairly as possible.

Limitations. First, DOT can effectively detect optimization

bugs caused by incorrect implementations of optimization

strategies, but cannot test other logic bugs that are not related

to optimization strategies. Second, DOT cannot test some op-

timization strategies (e.g., ProductiveByStrategy) that

can affect the query results when turing them on or off. Third,

DOT cannot automatically remove duplicate bugs because the

manifestations of bugs for the same root cause are diverse and

complex, which poses a challenge for automatically removing

duplicate bugs. We will address this limitation in the future.

VII. RELATED WORK

Testing graph database systems (GDBs). Recently, many

works [13]–[16] have been proposed to test the correctness of

GDBs. Grand [13], RD2 [15], and GDsmith [16] detect logic

bugs in multiple GDBs by utilizing differential testing [46]–

[48], while GDBMeter [14] utilize metamorphic testing [49]

to find logic bugs in an individual GDB. These works cannot

effectively detect optimization bugs in GDBs.

Testing relational database systems (DBMSs). Re-

searchers have developed various testing approaches on re-

lational DBMSs [17]–[25], [50]–[56]. Some approaches [18],

[19], [23], [50] (e.g., RAGS [18]) applied differential testing to

test relational DBMSs. Some approaches [20], [21], [25] (e.g.,

NoREC [21]) utilizes metamorphic testing for finding logic

bugs in relational DBMSs. Query generation [17], [54] (e.g.,

SQLsmith [17]) and generic fuzzing approaches (e.g., AFL

[53]) can also be used to detect bugs in relational DBMSs.

All the above testing approaches target relational DBMSs

with declarative query language (i.e., SQL), which has totally

different query patterns and syntaxes from the procedural
Gremlin query language. Therefore, they cannot be applied

to find optimization bugs in GDBs.

Compiler optimization testing. In compiler testing [57],

many approaches [58]–[65] have been proposed to test com-

piler optimizers. Some works (e.g., [59], [64]) randomly

generate compiler test cases to detect optimization bugs in

compilers. Some works (e.g., [61], [63]) test compiler opti-

mizers by generating equivalent programs. COTest [60] boosts

compiler testing by exploring more optimizations. However,

these approaches cannot be applied to test optimization bugs in

GDBs, because they target totally different objects and goals.

VIII. CONCLUSION

Graph database systems suffer from optimization bugs

caused by incorrect optimizations. In this paper, we propose

DOT , an automated testing approach for finding optimization

bugs via identifying inconsistencies between two different

optimization configurations in a Gremlin-based graph database

system. We further propose an optimization-guided approach

to expose more optimization bugs quickly. We evaluate DOT
on six representative Gremlin-based graph database systems,

and have detected 28 unique optimization bugs, 16 of which

have been verified as new bugs by GDB developers. We expect

that the effectiveness of our approach can greatly improve the

robustness of graph database systems.
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